
 

 

Artificial intelligence for greater transparency in housing price 

estimation 

Christian Mueller-Kett1 

1 IT & Technology, IU International University of Applied Sciences, Erfurt, Germany 

Correspondence: Christian Mueller-Kett (christian.mueller-kett@iu.org) 

 

Abstract. This paper investigates the use of machine 

learning (ML) models to predict housing prices. A well-

performing housing price model was trained, which can 

seamlessly be integrated into public sector processes to 

increase market transparency and is based on modern ML 

and feature engineering methods. For these models, 

particular consideration was given to the spatial 

component. The research uses the Design Science 

Research approach, with a case study carried out in the 

city of Duisburg, Germany. The ML models developed 

showed better performance than traditional models. The 

models were embedded in official processes using 

Shapley values to increase interpretability. The study 

concludes that ML models can contribute to increased 

market transparency in the real estate sector. 

Keywords. AI in GIS, Housing Price Valuation, Spatial 

Data Science  

1 Introduction  

A rise in real estate prices has been observed across 

Europe for years (Statista, 2023, Melecky & Paksi, 2023). 

Price expectations on the market are distorted by various 

factors, including "trend chases". Price estimates, often 

based on asking prices on internet portals rather than 

actual purchase contracts (e.g., Hromada, 2016; Rey-

Blanco et al., 2024), encourage this phenomenon. This 

can lead to inflated asking prices and bubbles (Glaesner 

& Nathanson, 2015). The consequences are often 

stigmatizing neighbourhoods, segregation, and 

gentrification (DeSilva et al., 2012, Engelhardt, 1991, 

Essafi & Simon, 2015, Fuller et al., 2020, Guerrieri et al., 

2013). 

To counteract this, objectifying the market view by 

analyzing actual purchase contracts can help. For this 

purpose, countries use different legally regulated 

procedures for price estimation that are carried out by the 

official institutions and are usually made available to the 

public. For example, three categories of procedure are 

permitted in Germany (ImmoWertV, 2022, Maier & 

Herath, 2015), which can also be found in a similar form 

in other countries: 

1. The asset value method is based on the building 

fabric, the production costs, and the replacement 

value of the property. 

2. The income capitalization approach, also called 

value-in-use, is based on the potential income to 

be generated by the property. 

3. The comparative value method, also called the 

market value, is based on actual purchase prices 

of similar properties and is usually used to 

estimate the price of residential properties. 

While the comparative value was traditionally calculated 

manually, it is mainly based on multivariate linear 

regression models today. The results are usually centrally 

displayed by public institutions and sometimes made 

available to the public free of charge. 

However, this method has some disadvantages: Only 

linear relationships are recorded in multivariate regression 

models. Also, numerical variables are usually classified 

into value range categories when using this method, 

adding a certain degree of subjectivity in choosing class 

boundaries. In addition, the spatial component, such as 

spatial autocorrelation, is generally not considered or is 

only considered insufficiently.  

Furthermore, discrete feature classes and spatial reference 

value zones as results of these analyses are only partially 

in line with reality. For example, standardization of the 

contract year does not allow consideration of seasonality 

during the year. 
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As an alternative to this approach, more complex machine 

learning (ML) models are not subject to many of these 

disadvantages and, unlike linear regression models, can 

map non-linear relationships. In recent years, ML 

methods have been increasingly used to estimate housing 

prices. For example, Gu et al. (2011) used Genetic 

Algorithm and Support Vector Machines (G-SVM) to 

estimate real estate prices in China from the years 1993 to 

2002, while Bahia (2013) used neural networks to predict 

prices in Boston, USA. These studies used individual ML 

models. 

Banerjee & Dutta (2017), for example, went one step 

further, using not just one model but a support vector 

machine (SVM), random forest (RF), and neural networks 

for prediction. Phan (2018) used Stepwise Regression, 

Principal Component Analysis (PCA), Polynomial 

Regression, Regression Trees, Neural Networks, and the 

SVM algorithm to predict housing prices in Melbourne 

City, Australia, from 2016 to 2018. Mu et al. (2014) used 

SVM, Least Squares SVM, and Partial Least Squares for 

predictions in Boston, USA, while Park & Bae (2015) 

estimated real estate prices in Fairfax County, Virginia, 

USA, using the C4.5, RIPPER, Naïve Bayes, and 

AdaBoost algorithms. 

In these studies, several ML algorithms were considered, 

but in a further step, Chen et al. (2017) combined an SVM 

with hedonic regression models to produce a joint 

prediction for housing prices in Taipei City, Taiwan, for 

the years 2007 to 2010. Truong et al. (2020) also 

combined RF, XGBoost, LightGBM, and hybrid 

regression models into a stacked model for predictions in 

Beijing (2009-2018). Further meta-regressors that 

combined the predictions of different ML models can be 

found in Fan et al. (2018), Lu et al. (2017), and Fourkiotis 

& Tsadiras (2023). 

These studies present trained ML models, whereby the 

transfer into practical application is not the subject of 

discussion. Furthermore, the models developed are 

primarily aimed at an academic audience or private 

valuers. Use in official public application areas is not 

supported, which is also reflected in the fact that local 

legislation is neglected in these models. As an example 

related to the use case of this study in Duisburg, Germany, 

official valuers are not allowed by law to use the 

mentioned models in their official valuation procedures, 

as these models are not transparently interpretable and 

cannot be integrated into existing legal administrative 

processes. 

Furthermore, more modern algorithms and systematic 

frameworks for model combinations are now available. 

Another identified research gap is that the spatial 

component is only given a subordinate role in most 

studies. Cellmer et al. (2020) focused more clearly on this 

aspect by training a geographically weighted regression 

model to estimate housing prices based on socio-

demographic data in Poland in 2018. However, only a 

single ML model was considered in this study. 

In addition, the results of most of these studies are difficult 

to transfer due to the considerable spatial and temporal 

distance in the data basis and the highly heterogeneous 

and fluctuating price trends. 

Accordingly, this study aims to develop a 

1. well-performing housing price model, which  

2. can seamlessly be integrated into public sector 

processes to increase market transparency and  

3. is based on modern ML and feature engineering 

methods, which, 

4. in particular, consider the spatial component. 

2 Methodology 

This study applied the Design Science Research (DSR) 

methodology approach (Hevner et al., 2004; Hevner, 

2007; Oesterle et al., 2010; Peffers et al., 2006). This 

approach has become established in many applied 

sciences in recent years and is particularly suitable for 

applied research in engineering and IT, which aim to 

produce a so-called artifact in addition to the increased 

knowledge base. A suitable ML model was created as the 

artifact of this study and the result of the design. The 

evaluation and diffusion (= transfer) of the artifact are 

based on model metrics and assessment of the integration 

of the model into existing official administrative 

processes. 

In the analysis phase, the knowledge base was created 

through a literature review of academic journal papers, an 

evaluation of state-of-the-art ML and data engineering 

methods and frameworks, an evaluation of legal texts and 

guidelines for determining housing prices, and intensive 

and regular expert interviews. 

In addition, the project environment can be described as 

follows: Within the framework of the DSR methodology, 

the expert committee on housing prices with its associated 

office of the City of Duisburg was the practical partner of 

this project. This organization has a specific scope of 

action within legal process specifications and structures 

(e.g., ImmoWertV, 2022). The technology used was R 

with R Markdown for automated and reproducible 

analysis and presentation of results, as well as 

documentation. The analyzed data was subject to a high 

degree of standardization of the data source (central 

purchase price collection) and data sink (BORIS data 

model and purchase price calculator of the state of NRW, 

BORIS-NRW, 2024). The people involved were 

employees from the office of the expert committee, some 
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of whom had knowledge of GIS and R, a comprehensive 

understanding of the data, and domain-specific expertise. 

2.1 Area of Investigation  

A case study was carried out in the city of Duisburg to 

develop and evaluate the artifact. With a population of 

around 500,000, Duisburg is a typical medium-sized city 

in western Germany and, with an area of around 230 km², 

is one of the largest cities in the country (Statista, 2024a, 

2024b), while Europe's largest inland port occupies a 

considerable proportion of this space (Statista, 2024c). 

Like many European cities of its size, Duisburg is a post-

industrial city that is confronted with rising housing 

prices. In this study, the submarkets, "detached and semi-

detached houses" and "condominiums," were considered. 

2.2 Data and Software Availability 

Actual real estate purchase prices from purchase contracts 

from 2019 to the third quarter (Q3) of 2023 were available 

for analysis for both submarkets. Properties included the 

condition, year of construction, living space area, etc. (see 

Tab. 1). As these data contain personally identifiable 

information (PII), they are restricted to administrative 

offices and cannot be shared publicly. 

Table 1. Overview of considered object attributes per 

submarket. 

Detached and semi-

detached houses 

Condominiums 

- Year of contract - Year of contract 

- Standard - Standard 

- Living area - Living area 

- Rental situation - Rental situation 

- Level of location in 

terms of accessible 

infrastructure 

- Level of location in 

terms of accessible 

infrastructure 

- Basement availability - Balcony availability 

- Property size - Number of units in the 

building 

- Object status  

- Type of building  

- Subtype of building  

Due to its suitability for statistical analyses and popularity 

within the application domain, R was used as the analysis 

software in combination with several openly available 

libraries, such as R Markdown, Shiny, and H2O. 

2.3 Data preprocessing 

The data preparation consisted of the following steps: 

• Imputation: In consultation with the practice 

partners, various simple methods for imputation 

were applied, such as mean and mode 

substitutions for applicable cases 

• Spatial and temporal coverage: The purchase 

cases were displayed in an interactive map with 

regard to the spatial and temporal distribution of 

the purchase cases. It became clear that the data 

covered the entire study area satisfactorily not 

only in terms of time but also spatially. 

• Data classification: Quantiles and natural breaks 

(Jenks) were used to assign numerical values to 

categorical classes. To further support the class 

formation, violin plots that reflect the 

distribution of the values in the respective 

variables were generated. The classification of 

the numerical features was restricted to use in 

linear regression models. Categorical variables 

were subjected to one-hot coding. 

• Multicollinearity: Few collinear features were 

found, such as the type of building, having a 

balcony, and the rental situation, but these were 

not excluded from the analysis as these features 

were of technical interest for further 

consideration by the practice partners. 

As can be seen in Tab. 2, 1579 actual purchase cases were 

available for the "detached and semi-detached houses" 

submarket and 3699 for the "condominiums" submarket 

once the data processing had been completed. It can also 

be seen that a sufficient number of samples were available 

for all the years under consideration. 

Table 2. Overview of the number of prepared samples per year 

and submarket. 

Years Submarkets 

 Detached 

and semi-

detached 

houses 

Condominiums 

2019 288 769 

2020 370 812 

2021 292 913 

2022 408 788 

2023 221 417 

Total 1579 3699 

2.4 Development of the Artefact  

Various ML models were trained to develop the artifact. 

The quality of these models essentially depends on three 

influences: 

1. The selected ML algorithm 

2. The model hyperparameters  

3. The input features 

The H2O framework was used to select the ML algorithm 

systematically and for hyperparameter tuning (Fryda et 

3 of 9AGILE: GIScience Series, 5, 41, 2024 | https://doi.org/10.5194/agile-giss-5-41-2024



 

 

al., 2024). This framework considers and tests numerous 

ML algorithms, such as Deep Learning (Neural 

Networks), Distributed Random Forests (DRF), 

Generalized Linear Models (GLM), Generalized Additive 

Models (GAM), Gradient Boosting Machines (GBM), 

AdaBoost, SVMs, and Stacked Models, in which several 

models are combined into one model. 

To provide the models with information that may only be 

available indirectly from the data, several feature 

engineering steps were carried out, which can be divided 

into three categories. 

(1) To map seasonal price fluctuations during the year, 

various date features were generated based on the contract 

date of the respective purchase contracts (day of the 

month, day of the quarter, week of the year, quarter, 

month). Models considering these generated features are 

abbreviated to DF (= Date Features) in the following. 

(2) Special attention was paid to the spatial component 

and its possible price-relevant influence. Consequently, a 

spatial cross-feature was generated, resulting from the 

sum of the easting and northing values of the coordinates 

of the properties sold. Models that used this cross feature 

for training are abbreviated CF (= Cross Feature) in the 

following. 

(3) As the third and most extensive feature engineering 

step, normalized purchase prices were determined based 

on traditional regression methods and then spatially 

interpolated (see Fig. 1). For this purpose, a city-wide 

standard object was defined, and various linear regression 

models were then trained: A trivial model that predicted 

Figure 2. Model performance measured by the RMSE for the “detached and semi-detached houses” submarket. 

Figure 1. Process overview for generating interpolated normalized housing prices. 
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the arithmetic mean regardless of the characteristic value 

(maximum underfitting), a maximum model that took all 

characteristics into account, regardless of statistical 

significance (maximum overfitting), and a stepwise 

model to determine the optimum combination of features.  

Since the residuals showed neither homoscedasticity 

(Detached and semi-detached houses: BP = 169.04, p < 

0.001; Condominiums: BP = 204.37, p < 0.001) nor a 

normal distribution (Detached and semi-detached houses: 

W = 0.98, p < 0.001; Condominiums: W = 0.98, p < 

0.001), a non-parametric Generalized Linear Model 

(GLM) was also trained. As there was also a significant 

spatial autocorrelation (Detached and semi-detached 

houses: Moran’s I = 0.07, E = , -0.005, p < 0.001; 

Condominiums: Moran’s I = 0.232, E = , -0.004, p < 

0.001), five spatial autoregressive models were trained: A 

Spatial Durbin Model (SDM), a Spatial Durbin Error 

Model (SDEM), a Spatial (y-) Lag Model (SLM), a 

Spatial Error Model (SEM), and a Non-parametric 

Heteroskedasticity and Autocorrelation Consistent 

(HAC) model (Pebesma & Bivand, 2023; Bivand, 2024). 

Geographically Weighted Regression was not applied as 

global regression coefficients were needed to deduct 

conversion coefficients for the comparative value method 

in the official administrative procedures. The Root Mean 

Squared Error (RMSE) was used as an error measure, 

which was also used to select the spatial model that 

showed the best performance. This is abbreviated as SAR 

(= Spatial Autoregressive Regression) in the following.  

By putting the regression coefficients in relation to each 

other to achieve relative values (= conversion 

coefficients) and applying these coefficients to the 

samples, normalized purchase prices were finally 

calculated. These were to be interpreted to represent the 

prices that would have been paid for the respective objects 

if they had matched the standard object in terms of their 

characteristics (Mann, 2005). Consequently, these 

normalized purchases could be directly compared, an 

aspect that is not considered in many studies. 

In the last step, further attention was paid to the spatial 

component. Spatial neighbors’ relationships were 

calculated for the normalized prices, and a semivariogram 

was generated. This was used to interpolate the prices 

utilizing kriging. The interpolated normalized purchase 

prices were finally appended to the purchase cases as a 

newly generated feature. Models that included this feature 

in their training are abbreviated as IP (= Interpolated 

Price) below. 

3 Results 

The results are presented in two parts: The trained ML 

model as the created artifact and the embedding of the 

artifact in official processes. 

3.1 The Trained ML Model 

The ML models that showed the best performance in 

terms of RMSE for both submarkets were stack models. 

For the “detached and semi-detached houses” submarket, 

7 Gradient Boosting Machines, 9 Neural Networks, a 

GLM, and a Distributed Random Forest were combined. 

The model for the “condominium” submarket combined 

5 Gradient Boosting Machines, 11 Neural Networks, and 

two Distributed Random Forests. A GLM was used as the 

meta-learner for these base models for both submarkets.  

Figure 3. Model performance measured by the RMSE for the “condominium” submarket. 
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As shown in Fig. 2,3, the ML models performed better on 

average than the linear regression models, with this 

improvement particularly evident in the “condominium” 

submarket. The model that used all generated features 

(DF, CF, IP) showed the best model quality for the 

"detached and semi-detached houses" submarket. For the 

"condominiums" submarket, the model that did not use 

the generated date features (CF, IP) had the best predictive 

power.  

3.2 Embedding in Official Processes 

In the classic valuation method using linear regression 

models, conversion coefficients are derived from the 

Figure 4. Sample excerpt of preliminary conversion coefficients for premiums or discounts based on property traits. 

Figure 5. Shapely values to provide better interpretability of the ML models (negative/positive SHAP values 

decrease/increase the price; blue/red points represent low/high values of the original samples). 
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regression coefficients. These conversion coefficients 

result in premiums or discounts for certain combinations 

of characteristics in relation to the estimated standard 

property value (Mann, 2005). As an example, Fig. 4 

shows an excerpt from the conversion coefficients known 

to the experts. These coefficients support the traceability 

of the price determination, not least in court. 

Such interpretable coefficients are not available with the 

stacked ML models. To increase the explainability of the 

predictions of the ML models, Shapley values can be used 

as equivalents (see Fig. 5; also see Shap, 2024). As can be 

seen in Fig. 5, this graphical presentation of Shapley 

values is comparable to the conversion coefficients in 

Fig. 4, which are well-known to the domain practitioners. 

These Shapley values, together with the housing prices 

predicted by the model, were displayed in a web 

application that official evaluators can access in a web 

browser in the diffusion phase of the study (see Fig. 6).  

The Shiny framework for R was used for this purpose. The 

web application developed for model interference is 

similar in form and function to the applications known to 

users for value determination. The main differences are a 

more modern appearance and some helpful additional 

functionalities for the interpretability of the model. The 

similar presentation and usability of the ML models to 

known official purchase price calculators are supposed to 

promote the integration and applicability of the developed 

models in practice. This deployment type facilitates 

access to the use of the ML model and thus contributes 

significantly to knowledge transfer and practical 

applicability. 

4. Discussion & Conclusion 

It was shown that the trained ML models performed better 

than the traditional ones, especially for the 

"condominium" submarket. A strong orientation towards 

official processes and the associated data structures 

facilitated the transfer of the developed models into 

official practice. Minor deviations from these processes 

and structures, which can be estimated to be acceptable, 

allow the derivation and use of more informative features, 

the abandonment of discrete reference value zones and 

class boundaries, and, thus, a continuous and more 

realistic representation. 

This is offset by a lower interpretability of the models and 

their predictions compared to the determination with 

easily understandable and comprehensible conversion 

coefficients. However, as has been shown, Explainable AI 

approaches, such as Shapley values, can significantly 

increase the interpretability of black box models and make 

them suitable for practical use. In contrast to the models 

described in the literature, this aspect of interpretability, 

which is comparable to the usage of conversion 

coefficients, together with the strong reference to existing 

legal requirements for data preparation, presentation of 

results, and accessibility of the model, contributes 

decisively to the usability in official valuation procedures. 

Figure 6. Illustrative example of the web interface for the interference of the model. The user is asked to specify (1) 

the submarket, (2) the location of the property, and (3) the traits of the object and is then presented with a model 

prediction and respective Shapley values. 
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Nevertheless, an evaluation of embedding in official 

processes cannot be conclusive. First assessments by the 

experts suggest that the models developed will be highly 

usable in official practice and thus contribute to increased 

market transparency. Still, it must be emphasized that no 

model will ever substitute official valuers but only support 

their work. Also, a comprehensive evaluation of this 

practice transfer will only become apparent in the long 

term and highly depends on the interpretability of the 

predictions. The model performance with regard to data 

drift and other aspects should also be monitored regularly 

in the future. 

Finally, the DSR methodology can be seen as useful for 

this and similar studies in which a high value is placed on 

transfer to practice.  
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