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Abstract.
Despite the development of various heuristic and machine
learning models, social media user occupation predication
remains challenging due to limited high-quality ground
truth data and difficulties in effectively integrating mul-
tiple data sources in different modalities, which can be
complementary and contribute to informing the profes-
sion or job role of an individual. In response, this study
introduces a novel semi-supervised multimodal learning
method for Twitter user occupation prediction with a lim-
ited number of training samples. Specifically, an unsuper-
vised learning model is first designed to extract textual and
visual embeddings from individual tweet messages (tex-
tual) and Google Street View images (visual), with the lat-
ter capturing the geographical and environmental context
surrounding individuals’ residential and workplace areas.
Next, these high-dimensional multimodal features are fed
into a multilayer transfer learning model for individual oc-
cupation classification. The proposed occupation predic-
tion method achieves high evaluation scores for identify-
ing Office workers, Students, and Others or Jobless people,
with the F1 score for identifying Office workers surpassing
the best previously reported scores for occupation classifi-
cation using social media data.

Keywords. GeoAI, multimodal learning, deep learning,
social media user profiling, demographic prediction, trans-
former

1 Introduction

Predicting the occupation of social media users, involves
analyzing content posted on social media platforms (e.g.,
Twitter) with language processing (Preoţiuc-Pietro et al.,

2015a; Liang et al., 2018; Pardo and Rosso, 2019; Das
et al., 2021) and image processing techniques (Wieczorek
et al., 2018; Hu et al., 2021; Li et al., 2021) to infer the
profession or job role of individuals based on their online
behavior, interactions, and profile information (Preoţiuc-
Pietro et al., 2015a; Hu et al., 2021). As one of the im-
portant tasks for demographic inference of social media
data, also known as social media user profiling (Liang
et al., 2018; Ikeda et al., 2013), user occupation prediction
and categorization are important in understanding and in-
terpreting the behaviors of various user groups (Preoţiuc-
Pietro et al., 2015a), thus enabling applications for a va-
riety of disciplines, such as sociology, demography, and
public health (Ghazouani et al., 2020; Khanam et al.,
2021).

However, predicting the occupations of social media users,
presents two primary challenges. First, non-biased and
high-quality ground truth data are scarce. Previous stud-
ies have often collected both labels and features from se-
lective users who actively disclosed job-related informa-
tion on social media platforms. These users are typically
associated with specific occupations (e.g., professionals
in fields like medication and management, illegal drug
dealers) (Preoţiuc-Pietro et al., 2015b; Hu et al., 2021;
Khanam et al., 2021), leading to biases toward certain oc-
cupations and hindering the analysis of generic ones. Sec-
ond, achieving precise profiling with limited data sources,
especially in one modality (e.g., textual message) is chal-
lenging. While language models offer some insights, dis-
tinguishing between generic occupations based solely on
text information remains difficult (Preoţiuc-Pietro et al.,
2015b; Liang et al., 2018; Abitbol et al., 2018).

To address this, previous studies used additional data
sources, such as GPS trajectories collected via social me-
dia platforms and associated demographic variables (e.g.,
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household income, educational attainment), along with ge-
ographic data, such as remote sensing images, activity-
related point of interests (POIs), and Google Street View
(GSV) images describing the physical environment of lo-
cations, to aid in personal SES inference (Abitbol et al.,
2019; Xu et al., 2020; Poulston, 2021). Consequently, mul-
timodal learning models are developed to integrate data
from different sources and modalities (e.g., visual and tex-
tual) for user profiling tasks (Li et al., 2021). The prin-
ciple behind multimodal data fusion is to combine the
strengths of different modalities, extracting meaningful
patterns from complex datasets and improving the accu-
racy and robustness of ML models (Gao et al., 2020; Li
et al., 2021; Wu and Huang, 2022). However, the explo-
ration of novel datasets and approaches for occupation
classification is limited (Abitbol et al., 2019; Xu et al.,
2020). Previous research has mostly independently used
social media textual content (e.g., tweet texts) and visual
information (e.g., GSV images) for user SES inference
(Gebru et al., 2017; Aletras and Chamberlain, 2018). Fus-
ing both modalities is challenging and requires more ef-
fective models since tweet messages rarely directly de-
scribe visual objects in GSV images, presumed in previ-
ous vision-language joint models (Gao et al., 2020; Yang
et al., 2022).

In response, this study explores the associations between
multimodal data and develops a semi-supervised multi-
modal learning method for classifying generic personal
occupations with higher accuracy using widely avail-
able data sources: Twitter message content and GSV im-
ages. Our method classifies individuals’ occupations into
4 generic categories which capture the majority of occupa-
tion profiles posted by the U.S. Bureau of Labor Statistics
(2023), including Office workers, Students, individuals en-
gaged in Arts, Design, Entertainment, Sports, and Media
(ADESM), and Others or Jobless. The proposed method
involves extracting textual and visual embeddings from in-
dividual tweet messages and GSV images, with the for-
mer capturing personal attributes and the latter capturing
the geographic and environmental context near individ-
uals’ residential and workplace locations. These embed-
dings are then mapped to a shared semantic space (Kiela
et al., 2017; Merkx and Frank, 2019), and an unsuper-
vised learning model is developed to minimize their dis-
tance in the high-dimensional space (Kiela et al., 2017).
The aligned embeddings are concatenated and serve as the
input for a supervised transfer learning model for individ-
ual occupation classification. Finally, we evaluate the re-
sulting model and assess the feasibility of the proposed
method.

2 Methods

This research proposes a semi-supervised learning method
to effectively utilize both widely available image and tweet
datasets. The method (Figure 1) consists of three steps:

(1) The unsupervised learning focuses on a large num-
ber of unlabeled users, training a linear projector atop a
pre-trained image encoder to extract visual features and a
text encoder to extract textual features. The objective is
to project data from both modalities into the same space
for comparison and similarity measurement (Merkx and
Frank, 2019); (2) The supervised learning leverages the
majority of a relatively small number of labeled users,
utilizing model weights learned in module 1 to generate
image and text embeddings for each pair of image and
tweet messages. These embeddings are then concatenated
and fed into a multi-layer classifier trained with manu-
ally identified occupation labels; and (3) The inference
employs the learned weights from both the multimodal
embedding and the multilayer classifier to create a test-
ing model, which classifies remaining labeled users into
the predefined 4 occupation categories (i.e., Office worker,
Student, ADESM, Others or Jobless).

Overall, this method enables cross-modal learning by in-
tegrating images and texts into a unified representation by
ensuring that both labeled and unlabeled data contribute to
occupation classification. The subsequent sections will de-
tail two key techniques of the proposed method, including
multimodal embedding and multilayer classifier.

2.1 Multimodal Embedding

In the proposed semi-supervised learning method, the
weights of the multimodal embedding component are ob-
tained through unsupervised learning. This component in-
cludes an image encoder and a text encoder. To process
images, we resize them to ensure the smaller side is 256
pixels while maintaining the original aspect ratio (Harwath
et al., 2016). We extract ten 224x224 crops from each im-
age, including one from each corner, one from the center,
and five additional crops from the mirrored image (Har-
wath et al., 2016). These crops are then processed using a
pre-trained ResNet-152 model trained on ImageNet (Wu
et al., 2019), excluding the last classification layer. The
resulting visual features are averaged to obtain a single
vector with 2048 high-dimensional features. To consoli-
date features from all selected images of the same user, we
employ element-wise mean pooling, averaging all visual
feature vectors. This pooling generates a final set of 2048
features. These features are linearly projected and normal-
ized to produce the image embeddings (i.e., embimg) for
each user, as defined in Equation 1:

embimg =
img ·AT + b

∥img ·AT + b∥ 2

(1)

where A and b represent the learned weights and bias
terms, respectively. The variable img denotes the pooled
vector derived from ResNet image features, with a size
of 2048 in our model. ∥img ·AT + b∥2 represents the L2
norm of the original embedding vector. By dividing each
component of the embedding vector by its L2 norm, the re-
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Figure 1. The proposed semi-supervised multimodal learning method for identifying Twitter users’ generic occupation classes using
their individual tweets and the GSV images collected around their home and work locations.

sulting unit vector retains the direction of the original vec-
tor but has a magnitude of 1. This normalization is com-
monly used in ML tasks to ensure that vectors are compa-
rable and eliminates biases based on their original magni-
tudes (He et al., 2015).

Simultaneously, a text sentence encoder is trained on tweet
content, treating it as word-level input(Harwath et al.,
2018). This encoder (Equation 2) starts with an embedding
layer that generates embeddings (e1, ...,et) for the t words
present in the input sentence. Subsequently, these embed-
dings pass through a Long Short-Term Memory (LSTM)
unit (Che et al., 2016), followed by a self-attention layer
and normalization to possess a unit L2 norm (Merkx and
Frank, 2019).

embtxt =
Att(LSTM(e1, ...,et))

∥Att(LSTM(e1, ...,et))∥ 2

(2)

where e1, . . . ,et is used to represent word embeddings
that capture the text content of a tweet. These embed-
dings assign dense vectors to individual words, encoding
their semantic and contextual information. Att represents
a self-attention layer with a single head, details of which
can be referred to in the previous work (Merkx et al.,
2022). The LSTM layer captures long-range dependencies
within each tweet bidirectionally, producing 1024 embed-
ding features in each direction. These results are concate-
nated to create a single embedding of size 2048.

Cosine similarity is used to compare image and text em-
beddings for each user(Merkx et al., 2019). An Adam opti-

mizer is employed during training epochs to optimize this
similarity Merkx et al. (2019). The training process en-
ables the text encoder to understand the semantic mean-
ings of text sentences with context provided by the cor-
responding GSV images, reflecting the user’s living or
working environment. These image-grounded text embed-
dingsKiela et al. (2017) emphasize shared features be-
tween different modalities, implicitly indicating the user’s
SES attributes, particularly occupation types.

2.2 Multilayer Classifier

In the supervised learning process (Step 2 in Figure 1),
weights from the image embedding linear projector and
the entire text encoder are transferred to the multimodal
encoders. This yields embimg and embtxt, representing vi-
sual features and image-grounded textual features within
the same semantic space (Kiela et al., 2017). Textual fea-
tures can be directly utilized in a classifier for a trans-
fer learning occupation classification task. Alternatively,
in this study, visual and textual features are concatenated,
forming a visual-enhanced image-grounded textual em-
bedding to be fed into a multilayer occupation classifier.

The multilayer classifier is a sequential neural network
model with two tiers of linear transformations (Figure 1).
The first tier consists of three layers, while the second tier
has two layers, effectively processing input data. Initially,
input data is concatenated into a 4096-dimensional vector
to undergo a linear mapping for dimension reduction (i.e.,
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from 4096 to 2048), followed by the ReLU activation and
batch normalization layers for stabilizing and speeding up
training. In the second tier, another linear layer with a bias
term maps the 2048-dimensional input to a 4-dimensional
space, representing one-hot encoding of the 4 distinct oc-
cupation labels. A softmax activation layer converts values
into a probability distribution denoting the probability of
belonging to each occupation class.

Binary cross-entropy loss is computed by combining a
sigmoid activation function, which avoids the need for
separate application of the sigmoid for numerical stabil-
ity and computational efficiency (Ruby and Yendapalli,
2020). This loss function quantifies the difference between
predicted logits and one-hot encodings of target labels,
aiming to minimize the loss by adjusting predicted log-
its. During training, a stochastic gradient descent opti-
mizer is used for back-propagation and weight updating.
This optimizer applies the gradient descent algorithm iter-
atively with small batches of training data, updating clas-
sifier weights to minimize the loss function and enhance
model performance based on computed gradients.

3 Datasets

This study collects tweets and GSV image datasets
from 103 eligible users for model training and evalu-
ation. Initially, tweets from the Washington D.C. area
were streamed using Twitter’s API over 5 months. Sub-
sequently, historical tweets of each DC user were re-
harvested every six months between 2014 and 2016, with
a maximum of 3200 tweets per re-harvesting. A total of
7660 eligible users met the criteria of having public ac-
counts and posting over 40 geotagged tweets.

To refine the text data, a post-processing step removed
common English stop words, such as "to," "as," and "is"
and duplicated messages. Specific location names irrele-
vant to user profiling were also excluded. Messages with
fewer than 5 words and users with fewer than 5 mes-
sages were discarded to ensure data representativeness.
The dataset was reduced to 208 users, each with an aver-
age of 530 geotagged messages. Geotags consisted of lati-
tude and longitude coordinates, facilitating the creation of
individual online footprints with timestamps represented
as (x, y, t). These footprints were aggregated using spatial
clustering technique (Liu et al., 2019).

Next, GSV images are collected for these 208 users at dis-
tinct locations indicated by latitude and longitude pairs
within 50 meters of the center location associated with
each aggregated footprint cluster from geotagged tweet
messages. However, the final selection only includes 103
users who have GSV images posted around at least one
of their home or work locations. This is because higher
accuracy is typically associated with identifying dwelling
and work activities at these two types of locations. Figure
2 displays the image collections around home and work
locations and tweet messages posted online for a selected

Figure 2. Google Street View image collection around individ-
ual home and work locations and tweet message corpora for a
selected user with the job title of a golf coach within the ADESM
generic occupation category.

user with the job title of a golf coach within the ADESM
generic occupation category. It can be observed that one of
the GSV images collected at the work location displays a
large green space resembling a golf course. In addition, the
tweet messages include keywords (e.g., ’tiger’ and ’play’)
and emojis indicating golf-related activities.

To encode the textual data, we created a word dictio-
nary consisting of 6,828 unique meaningful words to build
word indices (Merkx et al., 2022). The entire dataset was
utilized in the unsupervised learning process to train the
multimodal encoders for mapping visual and textual em-
beddings into a shared semantic space.

During training in the unsupervised module, 55 users were
used to train the image encoder linear projector and the
text encoder, with 12 users as validation data to prevent
overfitting. In the supervised learning process, the remain-
ing 36 users were split into 28 for model training and 8 for
testing (Figure 1).

4 Performance Evaluation

The proposed occupation inference model (Figure 1) is
implemented using a single tweet message and its corre-
sponding pooled image embeddings as input. These inputs
are fed into the previously trained multimodal encoders,
which were trained over 16 epochs, and multilayer classi-
fiers. Training data comprises 28 labeled users out of 36
total users. Specifically, a dataset of 100 data points for
testing is created by randomly selecting 100 pairs of text
messages and the pooled image embeddings from the re-
maining 8 test users, using stratified sampling based on
their labeled occupation classes. The inferred results are
compared with predefined manual labels using three eval-
uation scores: precision, recall, and F1 score (Table 1).
Additionally, the inference model is also assessed using
the same input data but with less training on the mul-
timodal encoders, specifically, with only 4 or 8 training
epochs. The examination demonstrates that, when trained
for a higher number of epochs (e.g., 16 epochs), all oc-
cupation types except for ADESM achieve an F1 score

4 of 6AGILE: GIScience Series, 5, 36, 2024 | https://doi.org/10.5194/agile-giss-5-36-2024



Table 1. Precision, recall, and F1 scores for identifying the 4 predefined generic occupation classes (i.e., Arts, Design, Entertainment,
Sports, and Media (ADESM), Office worker, Student, Others or Jobless) with increasing numbers (i.e., 4, 8, 16) of training epochs

Occupation Class Pr Re F1 Support
4ep 8ep 16ep 4ep 8ep 16ep 4ep 8ep 16ep

ADESM 0.39 0.39 0.13 0.76 0.34 0.87 0.514 0.36 0.23 21
Office worker 0.22 0.28 0.69 0.16 0.48 0.78 0.19 0.35 0.73 25
Student 0.29 0.14 0.94 0.86 0.11 0.33 0.22 0.12 0.48 29
Others/Jobless 0.60 0.39 0.58 0.36 0.53 0.59 0.29 0.44 0.6 25

exceeding or around 0.5. Among these, the identification
of Office workers exhibits the best performance, achiev-
ing an F1 score of 0.73. This indicates the stronger align-
ment of multimodal embeddings through extensive train-
ing. However, evaluation scores for identifying ADESM
occupations decrease with more training epochs, unlike
other occupation types. This suggests that stronger align-
ment negatively affects ADESM detection, possibly due
to the complexity of this type. Breaking down ADESM
into smaller groups could enhance the investigation. Fur-
thermore, reverse similarity metrics between multimodal
embeddings might offer updated identification results, re-
vealing underlying correlations.

ADESM shows high recall but low precision, with Stu-
dents often misclassified as ADESM workers due to tex-
tual similarity. Distinguishing between Others or Jobless
and Students with part-time jobs adds to classification
challenges. Conversely, Office workers exhibit distinc-
tive features in language usage and visual environments,
achieving the best evaluation scores.

Occupation type classification in this study is dataset-
specific with limited labeling. Nonetheless, the proposed
method effectively extracts features and identifies occupa-
tions based on users’ travel trajectories.

5 Conclusions and Future Work

Previous studies have faced challenges for social me-
dia user occupation prediction due to relying on bi-
ased datasets generated from self-reported biographies or
job-related keywords as occupation labels. Additionally,
prior investigations have focused on extracting features
either from people’s text messages or images that por-
tray their living environment. Multimodal learning has
shown promise in faster language processing by incorpo-
rating image context. Nevertheless, the application of mul-
timodal learning to associate image data with short sen-
tences of human-spoken languages that do not explicitly
describe the same physical objects or phenomena has been
largely unexplored.

In response, the proposed occupation inference method
aligns visual embeddings from GSV images with tex-
tual embeddings from tweets, despite the texts not di-
rectly describing the images. Utilizing a multilayer classi-
fier, the method fuses multimodal embeddings to classify
users into generic occupation classes without relying on

self-reported biographies. Experimental results 103 Twit-
ter users indicate that the method achieves high evaluation
scores for identifying Office worker, Student, and Others
or Jobless people, surpassing previous scores for social
media data classification.

Although the method shows promise, further exploration
is needed to optimize architectures for multimodal en-
coders and the multilayer classifier. In particular, further
investigation of optimal architectures for both multimodal
encoders and the multilayer classifier is necessary to im-
prove user profiling effectiveness. This includes further ex-
ploration of the correlation between embedding alignment
and multimodal classification. For example, additional
loss functions could be examined to define the optimal
alignment for profiling generic occupation types with sub-
optimal performance (e.g., ADESM) in this study. In ad-
dition, future efforts could incorporate additional datasets
and features for enhanced user profiling.
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