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Abstract. Geoparsing, the process of linking locations
within text to sets of geographic coordinates, plays an im-
portant role in the extraction and analysis of information
from unstructured textual data. With the rapid growth in
availability of user-generated data from online sources,
there is increasing demand for reliable geoparsing meth-
ods. Central to many of these methods is the accurate
identification of toponyms within text. For some applica-
tions, however, simple identification of toponyms is insuf-
ficient. Problems which require the association of a piece
of text containing multiple toponyms to a singular loca-
tion require a more nuanced approach. In this paper, we
show that a transformer based deep learning model, is able
to identify the subject toponym within a given text, and
classify other toponyms in terms of their spatial relation-
ship with the subject. We curate a dataset of text taken
from Wikipedia pages representing 5252 locations, and
use OpenStreetMap data to classify toponyms within the
text in terms of their spatial relationship with the subject of
each article. This dataset is then used to train a transformer
based deep-learning model. On a human labelled test set,
our model achieves an F1 score of 0.916 when identifying
the subject toponym, and 0.884 and 0.793 when identify-
ing toponyms representing parent and child locations of
the subject, respectively. We also consider the more com-
plex adjacent and crossing relationships - with the model
achieving F1 scores of 0.548 and 0.704 in these categories,
respectively.

Keywords. Geoparsing, Natural Language Processing,
Toponym Resolution, Transformer Model.

1 Introduction

With the rapidly growing availability of user generated
data, there is an increasing need to develop effective tools

for the extraction and analysis of information from un-
structured textual data. These data represent a significant
opportunity for researchers to learn more about an ever-
changing world, however, the unstructured nature of text,
and the inherent ambiguity of natural language, make this
a challenging task. A key part of this process is in the
association of textual data with geographic locations -
a technique known as geoparsing. Effective geoparsing
would allow the geographic information held in social me-
dia posts, online news, and open-source data, to be effi-
ciently and reliably extracted. However, significant chal-
lenges arise from the complexity of geographic language,
and the indeterminate nature of many place names.

The extraction of relevant and accurate geospatial in-
formation from text is an ongoing goal in natural lan-
guage processing. Ambiguities arising from the use
of metonymic language, linguistic diversity, common
homonyms, and inconsistent grammatical indicators con-
tribute to the complexity of this task (Gritta et al., 2018).
Geo-parsing of text typically involves two main steps.
First, named entity recognition (NER) is used to identify
toponyms within the text, then a geocoding algorithm is
used to associate these locations with a set of geographic
coordinates (Gritta et al., 2019). Often, these methods use
contextual information within the sentence or external ge-
ographic information to disambiguate between conflicting
locations (Middleton et al., 2018). For example, a sentence
which mentions the toponyms London and Canada would
associate London with London, Ontario; while a sentence
which mentions only the toponym London might resolve
to London, UK, due to its higher population.

Such methods have been shown to be highly successful
in the task of geotagging (Middleton et al., 2018; Berra-
gan et al., 2023). However, there are many applications
for which more detailed tagging is required. For example,
the identification of the subject location of a social media
post or news article can be crucial in identifying online
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misinformation (Kordopatis-Zilos et al., 2017), in aiding
disaster relief efforts (Hernandez-Suarez et al., 2019), and
in disease surveillance (Ng et al., 2020). In each case, the
aim of geoparsing is not to geocode every toponym within
a piece of text, but rather to assign a single geographic
location to the text. Posts or articles which mention mul-
tiple locations can hinder these applications, as it may not
be clear which toponyms relate to the subject of the ar-
ticle (the target toponym) and which do not (incidental
toponyms).

Disambiguation of subject and incidental toponyms intro-
duces further complexity to the problem of geoparsing. A
text with a single subject location may have several inci-
dental toponyms mentioned. Such texts may appear easy
for a human to resolve but can be challenging for geopars-
ing models. Consider, for example, the text:

"London is a city in Ontario, Canada. Its station, situated
on York Street, has rail links to the neighbouring towns of

Woodstock, and onward to Toronto."

It is clear to a human reader that this text refers to the city
of London in Ontario, Canada. A standard geo-tagging
algorithm, however, would identify a number of other
place names (Ontario, Canada, York Street, Woodstock,
Toronto), without being able to adequately identify Lon-
don as the target toponym. Further, the identification of
London as the target toponym may lead to ambiguities be-
tween London in the UK and London in Canada.

In this paper, we present a named-entity recognition model
which is able to identify the primary subject location of
a piece of text, and specify relationships between other
named locations and the target. This approach allows for
better resolution of geoparsing problems in which a single
location is associated with a text containing multiple to-
ponyms. Further, specifying spatial relationships between
the target and other toponyms may allow for better disam-
biguation between locations matched with the target to-
ponym.

Consider, for example, the sentence: "I’m on York Street in
London, getting ready for my trip to Ontario". In this sen-
tence, York Street is the target toponym, and is a location
within London. The language used also suggests that the
toponym Ontario is incidental to the target. A traditional
geoparsing model might recognise the locations London
and Ontario and resolve the location of York Street to York
Street, London, Ontario, Canada, despite the syntactical
information within the text suggesting London and York St
are not in Ontario. A model which is able to identify spa-
tial relationships between toponyms would be more likely
to resolve York Street to York Street, London, UK, given
the grammatical information within the sentence.

Differentiation between types of toponym is an evolv-
ing area of study. Gritta et al highlight the importance of
differentiating between place names, metonomyic names,
geopolitical entities and other commonly misinterpreted
toponyms to improve the precision and recall of models

(Gritta et al., 2018). The linguistic characteristics of spatial
relationships between objects (including but not exclusive
to toponyms) are discussed in detail by Pustejovsky, from
which the author is able to generate a formal spatial anno-
tation scheme (Pustejovsky, 2017). Syed et al. demonstrate
the ability of geoparsing models to identify relative spatial
information within text, providing a system for models to
resolve statements such as "80 km south of Paris" or "On
the border of France" (Syed et al., 2022). Recent work by
Balsbre et al uses a combination of knowledge graphs and
transformer based language models to identify geospatial
relationships between pairs of locations, based on textual
descriptions gathered from online sources (Balsebre et al.,
2023). Our work expands on these efforts, combining to-
ponym identification and differentiation with the relational
spatial reasoning demonstrated by transformer based mod-
els.

The model used to achieve this is built around a Bidi-
rectional Encoder Representations from Transformers
(BERT) model (Devlin et al., 2019). BERT has previously
been shown to reliably extract syntactical and seman-
tic information from sentences, including identifying sub-
ject/object/verb relationships (Nastase and Merlo, 2023)
and capturing structural linguistic information (Jawahar
et al., 2019). BERT has also been shown to be effective in
identifying spatial relationships within natural language,
demonstrating a capacity to parse texts such as "Tom is on
the box" or "The cat is in the house" (Shin et al., 2020).
For this investigation, we use an adapted version of Topo-
BERT (Zhou et al., 2023), a BERT based model which has
been shown to be highly effective in the task of toponym
identification.

In this paper, we leverage the capacity of Topo-BERT for
accurate toponym extraction, and retrain it on a specially
curated dataset describing spatial relationships between
toponyms in text gathered from the Wikipedia pages for
5252 locations. To construct the dataset, we use a pre-
trained Topo-BERT model to identify toponyms within
each article, before classifying the identified toponyms
into six relational categories. The chosen categories rep-
resent distinct topological relationships between polygons
Carniel (2023): target, indicating that the location is the
subject of the article; parent, indicating a location which
contains the target; child, indicating a location that is in-
side the target; adjacent, indicating a location that borders
the target; crossing, indicating a location which crosses
the target; and incidental, indicating that there is no re-
lationship to the target within the specified rules. Figure 1
provides a visualisation of these spatial relationships. Re-
lationships such as proximity (e.g. Glasgow is proximal
to Edinburgh), or shared parental hierarchy (e.g. Glasgow
has shared parental hierarchy with Dundee) are not con-
sidered in this paper. We use spatial data from Open Street
Map (OpenStreetMap contributors, 2017) to identify these
relationships through a rules-based tagging algorithm.

The toponym relationships investigated in this paper rep-
resent a broad, but not exhaustive list of the ways loca-
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Figure 1. Examples of the different types of spatial relationships
investigated in the paper, using Glasgow as the subject location.

tions may relate to one another. We have chosen relation-
ships which are relatively simple to define under the con-
straints of the available data, and which represent different
degrees of grammatical consistency within sentences. Our
rules-based tagging approach uses geospatial data from an
online database. Identified toponyms which are not repre-
sented in the database will yield false negatives in the tag-
ging process. As such, we consider the constructed dataset
to be weakly tagged, with a high number of tagging errors.
Further, relationships such as adjacency and crossing may
not have consistent grammatical representations within the
text. A location may be identified as adjacent to the target
by the rules-based tagging algorithm, without any indica-
tion of adjacency in the text. For example in the sentence
"In 2011, 43 700 people moved from Wales, Northern Ire-
land or England to live in Scotland" there is no grammat-
ical indication that England and Scotland share a border,
so, beyond any previous examples seen in the training set,
it would be unlikely that the trained model would identify
the adjacency relationship. Target, parent, and child rela-
tionships tend to have much more consistent grammatical
representations in the text, and so are likely easier for the
model to identify.

Despite the complex nature of geospatial language, and
the noise introduced to the dataset through the rules-based
tagging process, we are able to show that the trained model
can reliably identify toponyms referring to the subject lo-
cation of a Wikipedia article, and can successfully clas-
sify subsequent toponyms in terms of the spatial relation-
ships discussed above. We also show that, for some rela-
tionships, the trained transformer model is able to outper-
form the rules-based algorithm used to build the training
set when tested on human tagged data. This may suggest
that the model is robust to the noisy tagging regime, and
is able to use grammatical indicators in the text to identify
the spatial relationships.

2 Methods

We use a three-step method to train our relational-toponym
model: toponym identification, rules-based relational tag-
ging, and finally training the model on the rationally
tagged data.

2.1 Toponym identification

For toponym identification, we train a Topo-BERT model
(Zhou et al., 2023) on Named Entity Recognition (NER)
tagged text from both the CoNLL-2003 (Tjong Kim Sang
and De Meulder, 2003b) and Wiki-Neural (Tedeschi et al.,
2021) datasets. During this step, the model is trained to as-
sociate tokens with a collection of NER tags - [LOC] (lo-
cation), [PER] (person), [ORG] (organisation) and [MISC]
(miscellaneous). We use the Beginning-Inside-Outside (B-
I-O) format to identify tags spanning multiple tokens
(Tjong Kim Sang and De Meulder, 2003a), where [B-...]
identifies the tokens comprising the first words of a phrase
and [I-...] identifies tokens within additional words inside
the same phrase. For example, the toponym "New York"
would receive the tags [B-LOC] [I-LOC]. The [O] tag is
used to identify tokens which do not fit into any of the
stated categories. Words which can not be associated with
a token are split into smaller tokens, for example "Los
Angeles" might be split into tokens "Los", "Angel" and
"##es", where "##" indicates that a token has been split
from the previous token; these tokens would then receive
the tags [B-LOC] [I-LOC] [I-LOC].

The Wiki-Neural dataset contains 2 193 680 tokens across
92 719 sentences in the training set and a further 267 156
tokens (11 528 sentences) of testing data, all extracted
from Wikipedia articles. The ConLL-2003 dataset adds
a further 839 238 training tokens (38 367 sentences) and
209 339 tokens (9 591 sentences) in the testing set, pre-
dominantly extracted from news articles.

Topo-BERT has previously been shown to be highly effec-
tive in location extraction on similar datasets (Zhou et al.,
2023). The capability of the convolutional layers in spa-
tial pattern recognition and signal processing tasks allows
the model to achieve better results on toponym recogni-
tion tasks. As suggested by Zhou et al, we use a large,
case-sensitive BERT model, connected to a convolutional
layer with 1024 nodes. The output of this is then passed
into a max-pooling layer, before being passed through a
dense layer with 256 nodes, and a final output layer with a
soft-max activation function.

The model is trained over 20 epochs, using a learning rate
of 10−6 and a batch size of 4. We use an 8GB NVIDIA
GTX 1080 graphical processing unit to train the model,
which limits the maximum sentence length to 80 tokens.
We use a masked categorical cross-entropy loss function,
weighted to account for the class imbalance in the dataset.
The weightings are applied such that for each category,
ci ∈ {c1, c2, ..., cM}, the class weight Wi is given by:
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Wi =
N

M ·Ni
(1)

Where N is the total number of samples, M is the total
number of classes in the dataset and Ni is the total number
of samples in class ci (King and Zeng, 2001).

2.2 Constructing a dataset of locations

In this step, we develop a dataset consisting of Wikipedia
page summaries of cities and towns. As we will see in
later steps, it is important that these locations are well
represented in Open Street Map (OSM). To ensure this is
the case, we use work by Hertford et al (Hertford et al.,
2023) describing the completeness of urban building data
in Open Street Map in cities around the world to esti-
mate the completeness of OSM at a national level. We
then identify a list of 30 countries which have reason-
able OSM completeness, and use the GeoNames dataset
of world cities with population over 1000 (GeoNames) to
extract a list of cities within these countries.

This process results in a dataset of 72 757 cities. The set
is further limited to those cities for which a spatial poly-
gon can be found using OSM’s Nominatim API, reducing
the total count of cities to 9242. A further 4379 U.S. coun-
ties are added to the dataset in order to introduce data at a
higher administrative level.

We use the Wikipedia API (Goldsmith, 2014) to extract
the summary section from the Wikipedia page associated
with each location. Often, however, the name of a location
is identical to other locations or other unrelated words. In
such cases, simply querying Wikipedia with the toponym
is inadequate. We use multiple checks to confirm that the
extracted Wikipedia page refers to the expected location.
First, we check if the query leads to a disambiguation page,
if so, we add the country (in brackets) to the search term.
We then check that a word related to a location (e.g., city,
town, township, village etc) exists in the first two sentences
of the page summary, and if the location’s country is men-
tioned within the first 3 sentences of the summary. If the
Wikipedia page has an associated set of coordinates then
we check that these coordinates are within the Nomina-
tim polygon associated with the target location. If any of
these checks fail, we add the country to the search term
and begin the process again. If the page still can not be
adequately associated with the target location then it is re-
moved from the dataset. This method allows us to asso-
ciate the 13 621 locations with a total of 5252 Wikipedia
pages.

Once a page has been associated with a target location we
extract the summary text from the page. As our model is
limited to inputs of up to 80 tokens, we split the text into
sentences (or groups of sentences) up to a maximum of
60 words, allowing for a buffer of 20 words to accommo-
date punctuation and tokens split across multiple words.
We also remove any words inside parentheses - this is done

to remove the pronunciation guides that are often used at
the start of pages, as they typically contain exotic charac-
ters which are not present in the NER model training data.
This process results in a set of 9243 sentences from 5252
Wikipedia pages, comprising a total of 609 298 tokens.

We then identify any toponyms within the Wikipedia page
summaries using the trained Topo-BERT model. Other
tags added by the model are removed, as for the purposes
of this work we are only interested in toponyms within
the text. Of the 609 298 tokens in the constructed dataset,
the Topo-BERT model identifies 16 993 as belonging to
toponyms.

2.3 Weak Relational Retagging

In this step, we use spatial data provided by OSM to fur-
ther classify these toponyms according to their relation-
ship with the subject location of the article. The new tags
are produced from a set of rules linking true locations in
OSM to test locations within the extracted Wikipedia text.
These rules are reliant on the toponyms within the text be-
ing represented in the Open Street Map corpus, and often
rely on a polygon existing for the location. As such, the
labels produced by the tagging rules are often noisy and
incomplete.

We use six tags to classify spatial relationships between
identified locations - target, parent, child, adjacent, cross-
ing and incidental. Thanks to the steps described in the
previous section, querying OSM with the target location
associated with each Wikipedia article will return a poly-
gon (or multi-polygon) object. Hence, for each true loca-
tion Li there is at least one associated polygon, Pi, en-
coding the geopsatial characteristics of that location. By
ensuring that the known coordinates of Li lie within Pi

we can limit this to a single polygon associated with Li.

However, we can not guarantee that querying OSM with
other locations within the text will return a unique result,
or that any of the matched locations will be associated with
a polygon. Hence for each location, lj , there will be a set
of matched locations M = {m1,m2, ...,mN} associated
with lj . Each mk ∈M will have some geospatial data, P k

j ,
associated with it, although this may not always include a
polygon (i.e. it could be a point or a line-string).

Target locations are identified in two ways. For the true lo-
cation, Li, any location, lj , which shares an identical string
representation to Li will be classed as a target location. For
example, if the true location is "Los Angeles", any lj rep-
resented by the tokens "Los Angeles" would be retagged
as a target. A further condition compares the polygons as-
sociated with Li and lj . Querying OSM with location lj
will return a list of matched locations Mj . If any mk

j ∈Mj

has a polygon P k
j for which the area of the intersection of

Pi and P k
j is equal to more than 80% of the area of both

Pi and P k
j , then lj is also retagged as a target location.

Hence, the test location "LA" will be tagged as a target
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location if the true location is "Los Angeles", despite the
different string representations.

Parent locations are also identified through polygon rela-
tionships. For a true location Li with associated polygon
Pi, a test location lj is a parent of Li if any polygon P k

j

associated with lj contains Pi. Since the polygons identi-
fied by OSM can occasionally have poor resolution, this
condition is weakened to include any polygon P k

j which
has an area larger than the area of Pi, and contains more
than 80% of its area. If location lj meets this condition
then it is tagged as a parent location. If Pi contains any P k

j

then lj is identified as a child location, once again under
the same weakened condition. For the child relationship,
the geometry of P k

j can be either a polygon, a point or a
line-string.

Polygon relationships are also used to identify locations
which cross or are adjacent to the target location. For a
true location Li with associated polygon Pi, a test loca-
tion lj is crossing Li if there is some P k

j with line-string
geometry, and the intersection of P k

j with the boundary of
Pi has point (or multi-point) geometry. Location lj is ad-
jacent to Li if the geometry of the intersection of Pi and
P k
j is described by a line-string, and lj is not crossing Pi.

Once again, this condition is weakened to accommodate
poor resolution so that lj is adjacent if the minimum dis-
tance between Pi and any P k

j is less than 1 kilometer, and
it is not a parent or child of Pi.

Defining the functions S(l) as the string representation
of location l, A(P ) as the area of polygon P , T (P ) as
the type of the geometric object P , L as denoting line-
string (or multi-line-string) geometry, P as denoting point
(or multi-point) geometry, ∂P as the boundary of polygon
P , and D(P1,P2) as the minimum distance between poly-
gons P1 and P2, then these rules can be summarised as
follows:

lj is target if :


S(lj) = S(Li) or(

A(Pk
j ∩Pi)

A(Pk
j )

> 0.8 and

A(Pk
j ∩Pi)

A(Pi)
> 0.8

) , (2)

lj is parent if :


Pk ⊂ Pi or(
A(P k

j )>A(Pi) and

A(Pk
j ∩Pi)

A(Pi)
> 0.8

) , (3)

lj is child if :


Pi ⊂ P k

j or(
A(Pi)>A(P k

j ) and

A(Pk
j ∩Pi)

A(Pk
j )

> 0.8

) , (4)

lj is crossing if :

{
T (Pi) = L and
T (P k

j ∩ ∂Pi) = P ,
(5)

lj is adjacent if :


(T (P k

j ∩Pi) = L and
(Pi ∩P k

j )\(∂P k
j ) = ∅) or

D(P k
j ,Pi)< 1Km

. (6)

In some circumstances a test location lj may have multi-
ple rules satisfied across its matched locations, M . In this
case, we apply a hierarchical system which favours the
classification of lj as a target location first, then a parent
location, then an adjacent location, then a crossing loca-
tion, then a child location. Any location which returns no
matches from the Nominatim API, or can not be tagged as
either target, parent, child, crossing or adjacent, is tagged
as an incidental location.

This set of rules can then be applied to the tagged loca-
tions dataset to produce a new dataset in which all tokens
initially tagged as toponyms are retagged as either target,
parent, child, crossing, adjacent or incidental toponyms.
After being retagged, the dataset is split into a training set
(8339 sentences comprising of 549 276 tokens) and testing
set (904 sentences comprising of 60 022 tokens). We also
manually tag 200 sentences from the test set to provide
further validation for the methods.

The trained Topo-BERT model is then retrained on the re-
tagged dataset. We train over 20 epochs, using a weighted
masked categorical cross entropy loss function. The model
has been trained across learning rates lr ∈ {1× 10−6,2×
10−6,5× 10−6,1× 10−5,2× 10−5}, and batch sizes b ∈
{1,2,4,8,12}. The hyper-parameters which maximized
the micro-F1 score of the model on the test data were
lr = 2× 10−6 and b= 4.

2.4 Data and Software Availability Section

The code and data associated with this paper can
be found in the Open Science Foundation repository:
https://osf.io/waf2q/. This includes the software package
developed to build and train the BERT model, a series of
Jupyter notebooks demonstrating the analytical pipeline,
and a Read-Me file detailing the environment requirements
necessary to reproduce the results.

3 Results

3.1 Training the initial Topo-BERT model

Following the proposed methods, we trained our initial
Topo-BERT model on the CoNLL-2003 and Wiki-Neural
datasets. The accuracy of the model after training on each
dataset separately, and the results after training on both
sets combined, are given in table 1. In each case we have
tested the model on the Wiki-Neural test set, as this is most
similar to the location data used in the later stages of this
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paper. We report the F1 score on the [B-LOC] and [I-LOC]
tags(Bramer, 2013), as well as the overall micro and macro
averaged F1 score across all tags (Takahashi et al., 2022).
Accuracy on other tags has not been reported as we are
primarily interested in the model’s ability to identify to-
ponyms within the text.

Model
[B-LOC]

F1
[I-LOC]

F1
Macro

F1
Micro

F1

CoNLL-2003 0.881 0.751 0.625 0.951
Wiki-NEuRal 0.913 0.897 0.917 0.978

Combined 0.920 0.899 0.922 0.978
Table 1. Accuracy of the Topo-BERT model trained on the
CoNLL and Wiki-Neural datsets, and tested on the Wiki-Neural
test set.

3.2 Retagging Wikipedia location data with
relational tags

The trained Topo-BERT model is able to identify to-
ponyms with a high degree of accuracy. As such, we can
be confident that using the model to identify toponyms in
our new dataset of Wikipedia articles will not introduce
significant noise to the relationally tagged dataset. After
tagging the collected Wikipedia articles with NER tags, we
re-tag all locations using the previously described rules. To
assess the accuracy of the tagging method, we manually
tag a sample of 200 sentences (13 395 tokens) from the
re-tagged data. In order to mimic the eventual machine-
learned tagging, the human tagging is completed using
only the grammatical indicators within the sentence, and
is independent of any external geographical knowledge.
Table 2 shows the accuracy of the rules-based tagging pro-
cess compared to the human tagging. The abbreviations
TAR, PAR, CHI, ADJ, CRO and INC refer to target, parent,
child, adjacent, crossing and incidental toponyms, respec-
tively. The human tagging process does not use the B-I-O
format and so the B and I prefixes in algorithm applied
tags have been ignored when comparing the two.

Tag Nhuman Nalg Precision Recall F1

TAR 796 816 0.866 0.948 0.905
PAR 1472 1178 0.976 0.817 0.889
CHI 350 183 0.905 0.543 0.679
ADJ 380 360 0.697 0.713 0.705
CRO 50 74 0.500 0.640 0.561
INC 498 941 0.448 0.850 0.586

Table 2. The accuracy of the rule-based relational re-tagging
algorithm compared to human tagging of a sample of 200
sentences from the Wikipedia locations dataset. The columns
Nhuman and Nalg show the total number of tags assigned in
each category by the human reviewer and rules-based algorithm
respectively.

The rules based algorithm can effectively identify target
and parent toponyms (F1 0.905 and 0.889 respectively),

and is reasonably effective at identifying child and adja-
cent toponyms (F1 0.679 and 0.705, respectively). Identi-
fication of crossing and incidental toponyms is less consis-
tent (F1 0.561 and 0.586). Figure 2 helps to explain some
of the sources of error. For each human tagged token, fig-
ure 2 shows the proportion of times the algorithm guessed
each of the six tags. The central diagonal line is the propor-
tion of human tagged tokens which were given the same
tag by the algorithm - hence this is the recall of the algo-
rithm (assuming the human tagging to be a ground truth).

TAR PAR CHI ADJ CRO INC
Human assigned tag

TAR

PAR

CHI

ADJ

CRO

INC

Al
go

rit
hm

 a
ss

ig
ne

d 
ta

g

0.95 0.04 0.09 0.0 0.0 0.03

0.01 0.82 0.0 0.02 0.0 0.03

0.01 0.01 0.54 0.0 0.0 0.02

0.01 0.02 0.06 0.71 0.32 0.06

0.0 0.0 0.0 0.05 0.64 0.01

0.03 0.12 0.3 0.21 0.04 0.85

Figure 2. The distribution of tags applied by the retagging algo-
rithm given the initial tag assigned by a human reviewer.

The algorithm has poor precision on crossing and inciden-
tal toponyms (0.500 and 0.448 respectively), indicating a
large number of false positives. This is to be expected for
incidental locations, as this group includes locations which
could not be identified within the OSM data. As shown in
figure 2, 32% of crossing locations are mislabeled as adja-
cent, explaining the poor precision in this category.

The main source of error for child toponyms comes from
poor recall (recall 0.543). The reason for this error is sug-
gested in figure 2, which shows that 30% of human-tagged
child locations are tagged by the algorithm as incidental.
This is expected, since the category naturally represents
smaller, less prominent places which are less likely to be
represented in the OSM database. This is not an easy prob-
lem to overcome, and is likely a significant source of noise
in the relationally tagged dataset.

3.3 Retrained relational Topo-BERT model

Table 3 shows the accuracy of the Topo-BERT model after
retraining on the relationally tagged location dataset. Fig-
ure 3 illustrates the source of error in the model, with fig-
ure 3a showing the distribution of predicted tags for each
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assigned tag, and the inverse shown in figure 3b. Hence,
the central horizontal of figure 3a indicates recall of the
model, while figure 3b shows its precision.

The model is able to accurately identify both target and
parent locations (weighted average F1 score 0.937 and
0.912 respectively). This is likely thanks to the high accu-
racy of the rules-based tagging method when classifying
these types of locations, leading to less noise in the train-
ing data. Additionally, the parent and target tags often have
consistent grammatical indicators which the model is able
to interpret, such as target locations occurring at the start
of a sentence, or parent locations proceeding the word ’in’.

The model has a higher recall rate than precision rate for
most tags, indicating a significant number of false posi-
tive predictions. Figure 3b helps to explain the source of
the poor model precision. Tokens tagged by the model as
adjacent or child toponyms were frequently tagged as inci-
dental by the rules-based algorithm. This may indicate that
the model is using the grammatical context within the text
to assign the correct token to toponyms which were not
represented in OSM. Tokens which received the adjacent
tag from the rules-based algorithm were frequently misla-
beled as crossing or incidental by the model. For crossing
locations, this is likely a reflection of the poor precision
of the algorithm in applying the adjacent tag, whereas to-
ponyms predicted as belonging to the incidental category
likely did not provide enough syntactical context for the
model to confidently assign the adjacent tags.

The limitations of the feature set are also highlighted in
figure 3a. Many tokens originally assigned child and ad-
jacent tags by the rules-based algorithm are identified as
incidental locations by the Topo-BERT model. This again
suggests that there is insufficient information provided by
the feature set to successfully disambiguate the relation-
ship between the given location and the assumed target.

Tag Nalg Nmod Precision Recall F1

B-TAR 3116 2852 0.894 0.977 0.934
I-TAR 681 710 0.928 0.968 0.948
B-PAR 4683 4364 0.891 0.956 0.922
I-PAR 963 1102 0.807 0.923 0.861
B-CHI 1109 954 0.716 0.832 0.770
I-CHI 283 313 0.546 0.604 0.574
B-ADJ 1175 1253 0.546 0.512 0.528
I-ADJ 588 660 0.486 0.546 0.514

B-CRO 215 230 0.696 0.804 0.746
I-CRO 70 98 0.643 0.900 0.750
B-INC 3074 2391 0.698 0.543 0.610
I-INC 1431 1176 0.675 0.555 0.609

O 43226 43180 0.994 0.993 0.994

Macro Avg - - 0.732 0.778 0.751
Micro Avg - - - - 0.935

Table 3. Accuracy of the Topo-BERT model after retraining on
the relationally tagged dataset. The columns Nalg and Nmod give
the total number of tags assigned in each category by the rules-
based algorithm and by the BERT model respectively.
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Figure 3. (a) The distribution of tags predicted by the Topo-
BERT model in the test dataset given the tag applied by the rules-
based tagging algorithm. (b) the distribution of tags applied by
the rules-based tagging algorithm on the test dataset given the
predicted tag from the Topo-BERT model.

3.4 Comparison of BERT model with human tagging

Table 4 gives the accuracy metrics of the BERT model
when tested against the 200 human reviewed sentences.
None of these sentences were included in the training set
for the model. The classification errors are highlighted in
figure 4, which once again shows the distribution of BERT
model applied tag, given the initial tag assigned by the hu-
man reviewer.
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Tag Nhuman Nmod Precision Recall F1

TAR 796 849 0.987 0.946 0.916
PAR 1472 1249 0.944 0.830 0.884
CHI 350 260 0.931 0.691 0.793
ADJ 380 364 0.560 0.537 0.548
CRO 50 58 0.655 0.760 0.704
INC 498 756 0.443 0.673 0.534

Table 4. Accuracy of the trained BERT model compared to hu-
man tagging of a sample of 200 sentences from the Wikipedia lo-
cations dataset. The columns Nhuman and Nmodel give the total
number of tags assigned in each category by the human reviewer
and BERT model respectively.

TAR PAR CHI ADJ CRO INC
Human assigned tag

TAR

PAR

CHI

ADJ

CRO

INC

BE
RT

 m
od

el
 a

ss
ig

ne
d 

ta
g

0.95 0.01 0.09 0.02 0.0 0.06

0.0 0.83 0.0 0.03 0.0 0.07

0.01 0.0 0.69 0.0 0.0 0.02

0.01 0.03 0.05 0.54 0.24 0.14

0.0 0.0 0.0 0.05 0.76 0.0

0.03 0.11 0.16 0.35 0.0 0.67

Figure 4. The distribution of tags applied by the Topo-BERT
model, given the initial tag assigned by a human reviewer.

The trained model identifies target and parent toponyms
with accuracy comparable to that of the rules-based algo-
rithm (F1 for the BERT model of 0.916 and 0.884 respec-
tively, compared to 0.905 and 0.889 for the rules-based al-
gorithm). Child toponyms are more reliably identified by
the BERT model (BERT model F1: 0.793, algorithm F1:
0.679), indicating that the model is correcting for some
of the algorithm’s misclassifications in this category. Fig-
ure 4 shows that some of the error in this category is at-
tributable to misclassification to the incidental category,
suggesting that grammatical indications of the relationship
are occasionally not present in the text. Similarly, cross-
ing toponyms are identified more reliably by the model
(F1 0.704) compared to the algorithm (0.561), although as
shown in fig 4, a significant proportion (24%) of crossing
locations are misclassified as adjacent locations.

Adjacent toponyms are identified with less accuracy com-
pared to the rules-based algorithm (F1 0.548 and 0.713).
Figure 4 indicates that much of this error is due to the mis-

classification of adjacent locations as incidental. The poor
performance in this category is likely attributable to both
the introduction of noise during the rules-based tagging
step and, in some cases, a lack of grammatical indications
of the relationship.

4 Discussion

Identification of spatial relationships between toponyms
in text is a complex, and sometimes unsolvable problem.
Syntactical indicators can consistently be associated with
some relationships, such as the target toponym, or parent
and child toponyms, while other relationships are less re-
liably sign posted. The results described in this paper re-
flect these solvability issues. In this paper, we have demon-
strated the suitability of a BERT based transformer model
in differentiating between toponyms in text, and in iden-
tifying spatial relationships between identified toponyms.
Our model is able to reliably identify the subject toponym
of text extracted from Wikipedia, and can consistently
identify mentions of parent and child locations of the sub-
ject.

The model is less reliable at identifying adjacent and inci-
dental locations. Much of this inaccuracy can be attributed
to two key sources: limitations in the data sources used to
build the training set, and limitations in the modelling and
methodology.

The relationally tagged dataset used to train the model is
constructed using open-source data from both Wikipedia
and Open Street Map. The size and diversity of these data
sources have been crucial in developing a sufficiently large
training set. Open source data, however, are known to have
issues with completeness (Hertford et al., 2023) and ac-
curacy (Haklay, 2010; Zhou et al., 2022). By consider-
ing only locations within countries which have high OSM
completeness, we have attempted to mitigate some of these
effects, however this has not always been possible. The
most significant effect of OSM incompleteness is in the
misclassification of child locations as incidental, due to
them not being found in the OSM database. Similarly, un-
der the rules used to produce our tagged dataset, adjacent
or crossing locations which do not have associated poly-
gons or line-strings are also unable to be accurately classi-
fied.

These inaccuracies introduce significant noise to the
dataset and ultimately limit the power of the model. The
BERT model used in this paper, however, has previously
been shown to be reasonably robust to label noise, even
without the introduction of noise correcting techniques
(Zhu et al., 2022). Our results suggest that the model is
able to account for the introduction of noise to a certain
degree, especially when classifying the commonly misla-
beled child toponyms.

The ability of the model to identify relationships between
toponyms is dependent on its ability to associate syntacti-
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cal indicators, such as "Glasgow is in Scotland" or "Scot-
land neighbours England" with spatial relationships. As
previously discussed, however, these indicators are not al-
ways present. Our data labelling method uses geographic
relationships as a ground truth, rather than grammatical in-
dicators in the text. This can lead to potentially unresolv-
able labelling. For example, the toponym Lanarkshire in
the sentence "Glasgow Central Station serves the south-
ern suburbs of the city, as well as Lanarkshire and the
Clyde coast.", would be labeled as adjacent to the target
(since Lanarkshire shares a border with Glasgow), despite
no grammatical indication of the relationship existing in
the text. As such, some of the labels in the dataset, while
geographically true, may not provide sufficient grammati-
cal evidence to be resolved by the model. This is particu-
larly true for the adjacent class, as reflected in the model’s
tendency to consistently assign such toponyms to the inci-
dental class.

The definitions used to classify spatial relationships be-
tween toponyms are a further limitation of the approach.
For the target, child and parent relationships, we include
a tolerance parameter which helps to account for inconsis-
tencies in the geospatial data acquired from OSM. We have
set this parameter such that two polygons are assumed to
represent the same location if they share 80% of each oth-
ers area; and that a polygon is a parent of a child polygon
if it is larger than the child and contains 80% of its area.
These choices have not been optimized and may introduce
further labelling errors into the training data. Further work
may look at fine-tuning these parameters over a subset of
human tagged data to better quantify and minimize this
interference.

The training data for our model consists entirely of text
taken from Wikipedia articles. As previously discussed,
this allows for a large and diverse set of locations to be
represented. The highly structured and formal linguistic
style of Wikipedia articles, however, may result in poor
performance when applying the model to out-of-domain
problems. While this has not been investigated in this pa-
per, further work might aim to incorporate news articles
and social media posts into the modelling process. This
will likely require adjustment to the labelling algorithm,
however, as their may be ambiguities around the subject
location of the text, particularly in the case of social media
posts.

Despite the inherent complexity of geospatial language,
and the difficulty in producing clean, noise-free training
data, the Topo-BERT model is able to identify spatial re-
lationships between toponyms with a good degree of ac-
curacy. Comparing the results against human tagged data
suggests that the model is able to use grammatical indica-
tors within the text to achieve this. While future research
may consider reducing labelling errors and applying the
model to out-of-domain examples, the results presented
here provide a promising indication that toponym differ-
entiation with respect to spatial relationships is achievable
using modern transformer based models.
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