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Abstract. The number of electric vehicles (EVs) has been
rapidly increasing over the last decade, motivated by the
effort to decrease greenhouse gas emissions and the fast
development of battery technology. This trend challenges
distribution grids since EVs will bring significant stress
if the charging of many EVs is not coordinated. Among
the many strategies to cope with this challenge, next-day
EV energy demand forecasting plays a key role. Existing
studies have focused on predicting the next-day energy
demand of EVs on the aggregated and individual levels.
However, these studies have not yet extensively consid-
ered individual user mobility behaviors, which exhibit a
high level of predictability. In this study, we consider sev-
eral mobility features of individual users when forecast-
ing the next-day energy demand of individual EVs. Three
types of quantile regression models are used to generate
probabilistic forecasts of energy demand, particularly the
next-day energy consumption and parking duration. Based
on the prediction results, two time-shifting smart charging
strategies are designed: unidirectional and bidirectional
smart charging. These two strategies are compared with an
uncontrolled charging baseline to evaluate their financial
benefits and peak-shaving effects. Our results show that
human mobility features can partially improve the predic-
tion of next-day individual EV energy demand. Addition-
ally, users and distribution grids can benefit from smart
charging strategies both financially and technically.

Keywords. smart charging, energy forecasting, individual
mobility

1 Introduction

Smart charging enables us to adjust the charging sched-
ules of electric vehicles (EVs) based on the needs of cus-
tomers and the conditions of distribution grids to gain fi-
nancial and technical benefits (García-Villalobos et al.,
2014). When charging EVs, the electricity is transmitted

from grids to vehicles. In addition, the electricity can be
transmitted from vehicles to grids if vehicle-to-grid tech-
nology is utilized. To satisfy most mobility needs, EVs do
not need to continue charging for a whole night or be fully
charged to the maximum battery capacity when parked
at home. Moreover, if a fleet of EVs is charged without
any regulations, extra stress might be imposed on distribu-
tion grids. Therefore, it is crucial to deploy smart charg-
ing strategies that utilize the considerable time and energy
flexibility of the charging processes. Such smart charg-
ing strategies include shifting charging schedules to off-
peak with unidirectional control (e.g., Lopes et al., 2010;
Sortomme and El-Sharkawi, 2010), time-shifting charg-
ing with bidirectional control (e.g., Restrepo et al., 2016;
Al-Obaidi et al., 2021), and time-of-use pricing (e.g., Wei
et al., 2016; Wu et al., 2020).

To enable the design and adoption of smart charging, we
should acquire information about next-day energy demand
particularly next-day energy consumption and parking du-
ration, so that EVs can be charged flexibly to predicted
energy consumption and in predicted parking duration. So
far, existing research has focused on predicting energy de-
mand on the aggregated level for EV fleets (Bessa and
Matos, 2010; Kristoffersen et al., 2011; Sundstrom and
Binding, 2011; Vandael et al., 2012), where a fixed driv-
ing pattern for each user is assumed. In reality, however,
individual driving patterns differ. Though current research
has studied predictions on individual EVs, limited atten-
tion has been paid to considering individual user mobil-
ity behaviors in prediction models. Nevertheless, studies
have shown that individual human mobility has a consid-
erably high level of predictability (Gonzalez et al., 2008;
Song et al., 2010b; Pappalardo et al., 2015; Cuttone et al.,
2018). As a result, our research focuses on how general
mobility features can contribute to individual EV energy
demand estimation in cases where detailed survey data of
socio-demographics are hard to obtain.

This study takes the prediction of individual EV energy
demand one step further to consider individual user mobil-
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ity features in prediction models. The probabilistic models
are chosen due to their ability to account for uncertainties.
They provide the forecasting results and a measure of the
certainty of the results. Both information can be used as in-
puts to design smart charging strategies. Our study focuses
on several features to characterize individual user mobility
patterns, including mobility entropy (Song et al., 2010b),
the radius of gyration (Gonzalez et al., 2008; Yuan et al.,
2012; Pappalardo et al., 2015, 2016), daily jump distance
(Gonzalez et al., 2008), location frequency (Song et al.,
2010a), and human mobility features related to EV usage.

We define our research question (RQ) as: To what extent
can knowledge about individual user mobility help obtain
monetary benefits and reduce charging peaks of electric
vehicles? This question is further broken down into three
sub-questions:

• RQ 1.1: To what extent can individual user mobility
features help predict the next-day energy consump-
tion?

• RQ 1.2: To what extent can individual user mobility
features help predict the next-day parking duration?

• RQ 1.3: To what extent can next-day prediction help
gain monetary benefits and achieve peak-shaving ef-
fects?

To answer RQ 1.1 and RQ 1.2, we first test the effects of
individual user mobility features on the probabilistic pre-
diction of next-day energy consumption and parking dura-
tion. Then, two time-shifting smart charging strategies are
developed based on the prediction results and evaluated
through a comparison with uncontrolled charging to solve
RQ 1.3. This paper is structured as follows: Section 2 in-
troduces the related work. Section 3 explains the method-
ology in detail, including the used data sets, data prepro-
cessing, modeling methods, evaluation metrics, feature en-
gineering, the design of charging strategies, and data and
software availability. Section 4 presents the results of the
prediction models, discusses the effects of individual user
mobility features, and evaluates the financial and technical
benefits of two smart charging strategies. Finally, Section 5
concludes the study and highlights future work.

2 Related Work

Smart Charging & Charging Infrastructures: For the
last decade, research has focused on the optimization of
EV charging strategies, named smart charging. Lopes et al.
(2010) proposed a framework to manage and optimize the
charging schedules of EV fleets. One typical smart charg-
ing strategy is to shift charging schedules to off-peak hours
according to the electricity price (Lopes et al., 2010). Hu
et al. (2011) proposed a framework for an optimal charging
strategy and showed its effectiveness in reaching a mini-
mum charging cost for users. Teng et al. (2020) presented a

literature review about the participation of EVs in the elec-
tricity market. The study concluded that EVs could flexi-
bly take part in the electricity market and provide techni-
cal benefits to distribution grids through the optimization
of charging and discharging.

Our study simulates two smart charging strategies to in-
vestigate the effects of probabilistic predictions on smart
charging from financial and technical perspectives as pre-
vious studies. First, we choose a typical form that shifts
charging schedules to off-peak hours and another strategy
that involves adding the step of vehicle-to-grid discharg-
ing in the typical form. The monetary gains for users and
technical benefits to distribution grids are then evaluated.
Home charging is set as the only charging scenario in our
study. We base this decision on the study by Hardman et al.
(2018), which reviewed different charging infrastructures
and found that home charging is the most frequently used
method in reality.

Energy Forecasting for Individual EVs: Forecasting en-
ergy demand for individual EVs offers high flexibility for
customized control of smart charging operations and has
drawn considerable attention from researchers (Xu et al.,
2018; Huber et al., 2020; Hilpisch, 2020). Compared to
these studies, our study provides a better understanding of
how individual human mobility affects the energy demand
forecasting for individual EVs.

First, we extract individual mobility features from a large
set of high-resolution GPS tracking data rather than re-
stricting the types of simulated travel patterns in Xu et al.
(2018). That study incorporated individual user mobility
patterns into the energy demand estimation of EVs. How-
ever, the used mobility data were simulated based on mo-
bile phone data and two travel surveys. In addition, the
used mobility features motifs characterize the daily reg-
ular travel network but omit non-typical individual travel
behaviors.

Second, our prediction models use the location features
from both EVs and EV users, and the data span nearly
one year. Our research questions expand upon the work of
Huber et al. (2020), in which probabilistic models mainly
considered EV location features based on a one-week
travel log. Their study concluded that the improvement of
including location features is significant; however, it was
relatively low. Future work suggests that the prediction ac-
curacy might increase if user trip trajectories are utilized
in the prediction (Huber et al., 2020).

Third, our prediction models not only consider individual
user mobility features but also train a model for each in-
dividual to capture individual variabilities, building on the
work by Hilpisch (2020). His study predicted next-day EV
energy demand and parking duration based only on the EV
car data set used in our study, and his study trained one pre-
diction model for all users. His results showed that not all
models outperformed the benchmark that used the mean
values of previous targets. Our work builds on the sugges-
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tion that individual user behavior can be incorporated to
further improve predictions (Hilpisch, 2020).

All three previous studies pointed to the need to incorpo-
rate individual user mobility behavior more comprehen-
sively into EV demand forecasting. Thus, our study con-
siders commonly-used human mobility features to predict
individual EV energy demand.

Individual Mobility: Individual mobility has predictabil-
ity from past regular activities while also possesses uncer-
tainty because of irregular behaviors. Song et al. (2010b)
introduced mobility entropy measures by considering vis-
itation frequency and the series of visited locations. They
tested the entropy features for 50,000 individuals on three-
month call detail records and found an overall 93% po-
tential predictability. Gonzalez et al. (2008) proposed the
radius of gyration that models the characteristic traveling
distance by an individual. A high level of spatial and tem-
poral regularity was found by testing 100,000 anonymized
mobile phone users for half a year. Yuan and Raubal
(2016) comprehensively studied the human mobility pat-
terns from both mobility entropy and the radius of gyra-
tion using nine-day call detail records. Additionally, other
individual measures help to depict individual mobility pat-
terns such as traveled distance between consecutive visited
locations (Gonzalez et al., 2008) and the frequency of vis-
ited locations (Song et al., 2010a). All above-mentioned
mobility features can measure individual traveling be-
haviors showing a level of predictability and are there-
fore considered in our prediction models. In addition, we
also consider the share of EV usage among all transport
modes, which is modeled using a variant of the Herfind-
ahl–Hirschman Index (HHI) (Rhoades, 1993). The HHI
score is often used to quantify the concentration ratio of
members and has recently been widely used in quantify-
ing dominance or variability of mode choices (Susilo and
Axhausen, 2014; Hong et al., 2021).

3 Method

3.1 Data Introduction

Our study utilizes a long-term tracking data set collected
through a pilot project by the Swiss Federal Railways
(SBB) (Martin et al., 2019; Bucher et al., 2020). Over one
hundred participants took part in the project from Novem-
ber 2016 to December 2017. Each participant was pro-
vided with a battery EV of 27.2 kWh usable battery ca-
pacity, and a volt box was installed at home to charge EVs
with a rated power of 11 kW. Besides, a first-class Swiss
travel pass for public transportation and access to car-
sharing and bike-sharing services were provided. More-
over, most participants have one or multiple internal com-
bustion engine vehicles themselves. During the project,
the mobility of participants was recorded using a GPS-
tracking application that was installed on their mobile
phones. The users provided labels for the used mode of

transport and labeled each visited location as one of the
categories including home, work, errand, leisure, wait, and
unknown (Martin et al., 2019). This data set is referred to
as user data in our study. In addition, EV-related informa-
tion such as battery status, locations, and timestamps was
collected from the sensors installed in the car, referred to
as car data. Besides, we use Swiss electricity spot prices
during the same period as the SBB data and a publicly
available standard load profile for households in Germany
as an approximation for Switzerland. Usually, EVs can
collect car data with sensors installed in the car, whereas
user data requires extra effort to collect. By answering how
much human mobility features can help EV predictions,
relevant stakeholders can better decide if it is worthwhile
to put extra effort into collecting human mobility data.

3.2 Data Preprocessing

First, we only keep the overlapping period of car data and
user data from February 2017 to December 2017. Second,
22 users are omitted due to a lack of valid records labeled
as home, resulting in 113 final users for this study. Third,
since the provided user data has been preprocessed to stay
points, we cluster them to locations using the density-
based spatial clustering of applications with noise (DB-
SCAN) method (Ester et al., 1996). Two key parameters,
search radius ϵ and the minimum number of samples per
cluster min_samples, are respectively set as ϵ= 100 m
and min_samples = 1, basing on the manual inspection
of the clustering results. The DBSCAN returns an average
of 504 visited locations per user.

3.3 Modeling Next-Day Energy Demand

The problem of predicting next-day energy demand is split
into two tasks: next-day energy consumption and next-day
parking duration. Probabilistic forecasts are chosen since
they can account for uncertainty in real-life scenarios (Hu-
ber et al., 2020; Hilpisch, 2020). Unlike point forecasts
which output definite target values, probabilistic forecasts
return the distribution of target values. As a result, they
are chosen to predict next-day EV energy demand in our
study to account for the uncertainties of travel behaviors.
In most cases, they predict a set of quantiles to approxi-
mate the probability distribution. As defined in Eq. 1, the
quantile regression models return the conditional quantile
result Qα for a given input probability α, so that the prob-
ability of the true value y lying below the given predicted
result Qα will be the specified input probability α:

Pr(y < Qα) = α, 0≤ α≤ 1. (1)

Therefore, the quantile prediction returns results based
on not only given observations but also input probabil-
ity. Our study uses three quantile prediction models: linear
quantile regression, quantile random forest, and gradient
boosting quantile regression. Koenker and Bassett (1978)
introduced linear quantile regression that is more robust
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to non-Gaussian distributed data, which extends the ordi-
nary least-squares regression by returning the conditional
quantile of given observations instead of the conditional
mean. Besides, it can be easily interpreted. Furthermore,
the quantile regression can be combined with other mod-
eling methods like decision-tree-based methods returning
quantile random forest and gradient boosting quantile re-
gression (Meinshausen and Ridgeway, 2006). They are
chosen due to their overall good performance and robust-
ness to hyperparameter tuning.

3.4 Model Performance Metrics

Mean absolute error is used to evaluate the general ac-
curacy of model predictions. In addition, two evaluation
metrics specific to quantile regression are used: (1) mean
quantile loss, (2) the pair of outbound ratio and average
inbound range.

3.4.1 Mean Absolute Error

Mean absolute error (MAE) is a measure between true val-
ues and predictions, which is defined as below:

MAE=

∑n
i=1 |Qα − y|

n
, (2)

where Qα is the predicted value and y is the true value.

3.4.2 Mean Quantile Loss

The standard loss function of quantile prediction is quan-
tile loss Lα, also called pinball loss (Meinshausen and
Ridgeway, 2006), which is defined as follows:

Lα =

{
α|y−Qα|, y > Qα,

(1−α)|y−Qα|, y ≤Qα.
(3)

For each quantile regression, the mean quantile loss is cal-
culated over all specified input quantiles and all users.

3.4.3 Outbound Ratio and Average Inbound Range

Based on quantile results, we can calculate the central pre-
diction interval such that the probability of the true value
lying in the interval is x%, called x% prediction intervals
(Zhou et al., 2010; Wang and Lee, 2019). Given a user i
on a day j (j ∈ {1,2, · · · ,di}),

x% prediction interval = [Qij,α− , Qij,α+ ],

α− =
100−x

2
%, α+ = (100− 100−x

2
)%. (4)

Fig. 1 illustrates the relationships between true values and
prediction intervals. Outbound ratio calculates the percent-
age of outbound cases when true values are outside predic-
tion intervals. The average inbound range returns the mean
values of prediction intervals for inbound cases (Hilpisch,

2020). The outbound ratio and average inbound range are
a pair of trade-offs, and they must be reported together to
evaluate models. In general, with increasing x% predic-
tion intervals, there will be a smaller outbound ratio and a
larger average inbound range. A pair of a smaller outbound
ratio and a narrower average inbound range indicates a bet-
ter performance. In reality, it is essential to check if true
values lie in prediction intervals. A model gives minimal
value if most predicted intervals do not contain true values,
even with the smallest mean quantile loss.

3.5 Feature Engineering

Table 1 presents all target and input features. All features
are first extracted per day. Then, human mobility and EV-
related input features are averaged over the past three days.

3.5.1 Target Features

For next-day energy consumption prediction, the target
is the daily consumed state of charge (SoC); SoC de-
scribes the percentage of available battery capacity in EVs.
The daily SoC consumption SoCdayi

can be calculated by
summing up all records whose SoC status are decreased.
Parking duration can be regarded as the period from arrival
time on one day to the departure time the next day. There-
fore, the prediction of parking duration is formulated as
predicting the arrival and departure time in our study. As
a result, there are three forecasting targets: SoC consump-
tion, arrival time, and departure time.

3.5.2 Input Features

Our study uses four types of input features, temporal, his-
torical, EV-related, and human mobility features. Weekday
information from Monday to Sunday and weekend flag in-
dicating if one day is on the weekend or not are two chosen
temporal features for three predictions. SoC consumption,
arrival time, and departure time in the previous three indi-
vidual days are used as historical features respectively. For
SoC prediction, two EV-related features are utilized:

1. EV traveling distance DEV 1,n = dEV 1,2+dEV 2,3+
· · ·+dEV n−1,n is the daily traveling distance by EVs
between consecutive locations.

2. EV traveling duration TEV 1,n = tEV 1,2 + tEV 2,3 +
· · ·+ tEV n−1,n is the daily traveling duration by EVs
between consecutive locations.

The features mentioned above are extracted from car data,
whereas the following human mobility features are calcu-
lated from user data.

1. Real entropy S =−
∑

T ′⊂T pT ′ log2pT ′ describes the
predictability of an individual’s whereabouts which
considers visitation frequency of each location and
the order of visited locations. T is the sequence of all

AGILE: GIScience Series, 3, 3, 2022 | https://doi.org/10.5194/agile-giss-3-3-2022 4 of 13



Figure 1. Inbound and outbound relationships between true values and prediction intervals.

visited locations, T ′ runs over all time-ordered sub-
sequences of T , and pT ′ calculates the probability of
a visit sequence T ′ (Song et al., 2010b).

2. Top-3 location visitation frequency ptop3
=

ntop3

N re-
turns visitation frequency to the most frequently-
visited three locations, where ntop3

is the number of
visits to the most frequently-visited three locations,
and N is the total number of visits to all locations.

3. Average jump distance D1,n =
d1,2+d2,3+···+dn−1,n

n
is the daily average traveling distance between con-
secutive locations visited by an individual (Gonzalez
et al., 2008).

4. Radius of gyration rg =
√

1
N

∑
i∈Lni(ri − rcm)2

describes the typical distance traveled by an individ-
ual. N is the total number of visits, ni is the number
of visits to location i, L is the set of all visited loca-
tions, ri is the geographical coordinates of location i,
and rcm are the geographical center of all locations
(Gonzalez et al., 2008).

Additionally, one more human mobility feature is ex-
tracted for SoC prediction:

1. EV HHI score HHIEV =
Share2EV∑

m∈modeShare2m
depicts

daily EV usage among all transport modes (Rhoades,
1993; Susilo and Axhausen, 2014; Hong et al., 2021).
Sharem = Dm∑

m∈modeDm
and Dm is the traveling dis-

tance by a mode in the following categories:

mode ={airplane, bicycle, boat, bus, car, coach,
e-bicycle, e-car, ski, train, tram},

where e-car is an interchangeable term with EV, and car
denotes internal combustion engine vehicles.

3.6 Charging Strategy Design

We choose two representative smart charging strategies
with simplified design under the following assumptions:

1. Only overnight home charging is considered given
that home charging is most frequently used (Hardman
et al., 2018; Mwasilu et al., 2014).

2. Electricity spot prices are known to guide the trading
of electricity and optimization of charging schedules.

In practice, energy consumption, arrival time, and depar-
ture time can be forecasted one day in advance when EV
car and EV user data are available. Smart charging can
then be deployed following the forecast. Generally, it is
risky to underestimate energy consumption and overesti-
mate parking duration. An underestimation of energy con-
sumption can potentially jeopardize users’ travel needs.
An overestimation of parking duration may recommend
charging times when EVs are not at home, resulting in
a failure to charge EVs. Thus, to reasonably evaluate the
effects of probabilistic predictions on smart charging, we
use the predicted energy consumption with input quantile
α≥ 0.5 and the predicted parking duration with α≤ 0.5,
whose details are given in Section 4.2.
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Table 1. Input and target features for SoC consumption, arrival time, and departure time predictions.

Feature Type Coding Category of Features Usage of Predictions
Weekday on the predicting day Ordinal {0,1,2,3,4,5,6} Input (temporal) SoC, Arrival, Departure
Weekend flag on the predicting day Nominal {weekday, weekend} Input (temporal) SoC, Arrival, Departure
SoC in the previous day Ratio [0,100] Input (historical) SoC
SoC two days ago Ratio [0,100] Input (historical) SoC
SoC three days ago Ratio [0,100] Input (historical) SoC
Arrival time in the previous day Ratio [0,24] Input (historical) Arrival
Arrival time two days ago Ratio [0,24] Input (historical) Arrival
Arrival time three days ago Ratio [0,24] Input (historical) Arrival
Departure time in the previous day Ratio [0,24] Input (historical) Departure
Departure time two days ago Ratio [0,24] Input (historical) Departure
Departure time three days ago Ratio [0,24] Input (historical) Departure
Average EV distance over past three days Ratio [0,∞) Input (EV-related) SoC
Average EV duration over past three days Ratio [0,86400] Input (EV-related) SoC
Average real entropy over past three days Ratio [0,∞) Input (human mobility) SoC, Arrival, Departure
Average top-3 location visitation frequency over past three days Ratio [0,1] Input (human mobility) SoC, Arrival, Departure
Average jump distance over past three days Ratio [0,∞) Input (human mobility) SoC, Arrival, Departure
Average radius of gyration over past three days Ratio [0,∞) Input (human mobility) SoC, Arrival, Departure
Average EV HHI score over past three days Ratio [0,1] Input (human mobility) SoC
Next-day SoC Ratio [0,100] Target SoC
Next-day arrival time Ratio [0,24] Target Arrival
Next-day departure time Ratio [0,24] Target Departure

3.6.1 Uncontrolled Charging

We use uncontrolled charging as a baseline, when EVs are
charged as soon as users arrive home and to the maximum
battery capacity. It consists of two steps, charging and us-
ing EVs. In Step 1, the SoC of EVs will be charged to the
maximum level 100%. In Step 2, users will consume ex-
act amount of energy as in reality. The daily financial costs
are calculated using the hourly prices during charging slots
and then the total costs over the collection period are re-
turned for each user. Hourly charging energy is recorded
for the comparison of peak-shaving effects. For each user,
Step 1 and Step 2 are iterated over the period when there
are valid SoC consumption and parking duration.

• Step 1–Charge EV:

SoCend(dayi)+SoCcharge(dayi) = SoCstart(dayi+1) = 100

• Step 2–Use EV:

SoCstart(dayi+1)−SoCdifftrue(dayi+1) = SoCend(dayi+1)

3.6.2 Unidirectional Smart Charging

Unidirectional smart charging considers the unidirectional
electricity flow from grids to vehicles. It shifts charg-
ing schedules to off-peak hours which are decided based
on the electricity spot prices, and EVs are charged by
the amount of predicted energy consumption. Step 2 is
the same as in the uncontrolled charging strategy, but
SoCend(dayi+1) will be reset as 0 if it ends below 0.
The time needed to charge the difference between 0 and
SoCend(dayi+1) using the same rated power is regarded
as the risk of charging outside the home. Step 1 is differ-
ent from uncontrolled charging, as here the total amount
of charged energy is the predicted energy consumption,

and the charging schedules are arranged during off-peak
hours in the predicted parking duration when the prices are
most favorable. The total costs over the period and hourly
charging energy are returned similarly as in uncontrolled
charging for the comparison.

Step 1–Charge EV:

SoCend(dayi)+SoCuni_charge(dayi) = SoCstart(dayi+1)

3.6.3 Bidirectional Smart Charging

Bidirectional smart charging considers bidirectional elec-
tricity flow from grids to vehicles and vehicles to grids,
assuming vehicle-to-grid (V2G) technology is utilized. In
this way, the remaining energy of EVs can be discharged
back to distribution grids. The bidirectional smart charg-
ing follows the same Step 1 and Step 2 as the unidirec-
tional scenario. In addition, one more step is added be-
fore charging EVs. In Step 0, from arrival time till the
start of charging, we assume users do not need EVs any-
more so all remaining energy can be sold to distribution
grids. This is a simple design of V2G; nevertheless, it
serves to demonstrate the potential benefits of integrating
V2G into unidirectional charging. Under this assumption,
the SoCend(dayi) ends at a low value or even 0%. Corre-
sponding gains are calculated by picking up the most fa-
vorable prices. Therefore, the daily financial costs are re-
turned as grid-to-vehicle costs minus vehicle-to-grid gains.

Step 0–Discharge EV: SoCend(dayi) = 0, if all left energy
is sold by the time of Step 1 starts.

3.7 Data and Software Availability

EV car data and user data cannot be made available due to
the non-disclosure agreement with participants. Electricity
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spot prices are available for purchase from EPEX Spot1,
and standard load profile data is accessible for free online2.

The implementation of data processing, smart charging
simulation, and charging strategy evaluation is accessible
at a GitHub repository3. We use Python packages of scikit-
learn, statsmodels, scikit-garden for probabilistic model-
ing, and geopandas and trackintel to process data.

4 Results and Discussion

In this section, we discuss the model performances of
linear quantile regression (LQR), quantile random forest
(QRF), and gradient boosting quantile regression (GBQR)
for SoC consumption, arrival time, and departure time pre-
dictions. Prediction models are trained by including and
excluding human mobility features respectively to exam-
ine their impact on the predictions. Furthermore, the mod-
els are trained for each user to capture individual variabili-
ties, and only days with valid targets are fed into the mod-
els. In addition, the evaluation of smart charging strategies
from financial and technical aspects is presented.

4.1 Model Evaluation

Quantile predictions at α= [0.025,0.05, · · · ,0.95,0.975]
are returned in our study. Data are split by time series so
that the first 75% is used for training and the remaining
25% for testing. Five-fold cross validation is applied to
each model to find the optimal hyperparameters (the de-
tails of search spaces are given in Appendix A).

To evaluate predictability, the mean absolute error is re-
turned. For probabilistic predictions, mean quantile loss is
calculated over all probabilities and all users. The smaller
the mean quantile loss is, the better the model performs.
The pair of outbound ratio and average inbound range are
averaged for all users at three chosen levels: 95%, 90%,
and 70% prediction intervals. A model can be concluded
to have a good performance if the outbound ratio and av-
erage inbound range are both small.

4.1.1 Mean Absolute Error

Table 2 presents the mean absolute error (MAE) of quan-
tile predictions at the median. Overall, there is around 16%
MAE for SoC prediction and 3 hours MAE for arrival time
or departure time predictions.

1https://www.epexspot.com/en/market-data
2https://www.ggv-energie.de/cms-wAssets/docs/stadt/netz/

netzbilanzierung/download-aller-profile/GGV_SLP_1000_
MWh_2021_01-2020-09-24.xlsx

3https://github.com/HaojunCai/agile22_evprediction

Table 2. Mean absolute error of next-day SoC consumption, ar-
rival time, and departure time median predictions (SoC Unit: %,
Arrival and Departure Unit: hours).

Model SoC Arrival Depart
LQR 15.9413 3.5631 3.0417

LQR+Mobility 16.4257 3.5595 2.9793
QRF 16.2367 3.1701 3.0603

QRF+Mobility 16.3325 3.0499 2.9752
GBQR 15.9135 3.0842 2.9448

GBQR+Mobility 16.007 3.0909 2.9499

4.1.2 Mean Quantile Loss

Table 3 gives the mean quantile loss of three targets. Quan-
tile random forest with human mobility features performs
best for all three targets. As for human mobility features,
they help improve the model performance of quantile ran-
dom forest for all three targets and linear quantile regres-
sion for departure time prediction. However, the mobility
features have a negative impact on linear quantile regres-
sion for SoC predictions, probably because EV HHI scores
are highly correlated with EV traveling distance and dura-
tion, which cannot be dealt with well by the model.

Table 3. Mean quantile loss of next-day SoC consumption, ar-
rival time, and departure time predictions (SoC Unit: %, Arrival
and Departure Unit: hours). A smaller value indicates a better
performance. The model with the best performance is highlighted
in bold, and models that perform better after including human
mobility features are underlined.

Model SoC Arrival Departure
LQR 6.0231 1.3806 1.1759

LQR+Mobility 6.1838 1.3923 1.1668
QRF 5.9571 1.2048 1.1859

QRF+Mobility 5.9544 1.1705 1.1499
GBQR 6.0036 1.1873 1.1587

GBQR+Mobility 6.0416 1.1902 1.162

4.1.3 Outbound Ratio and Average Inbound Range

Table 4 presents the pairs of outbound ratio and average
inbound range for three targets at 95%, 90%, and 70%
prediction intervals. Quantile random forest and gradient
boosting quantile regression outperform linear quantile re-
gression since the outbound ratio and average inbound
range are generally smaller. For arrival and departure time
predictions, the best model of 70% prediction intervals
is the quantile random forest with human mobility fea-
tures since it has the smallest outbound ratio and the nar-
rowest average inbound range, whereas the best model is
not found for others. With human mobility features, better
model performance is observed for 70% prediction inter-
vals of quantile random forest when predicting arrival and
departure time and for 95%, 90%, and 70% prediction in-
tervals of gradient boosting quantile regression when pre-
dicting departure time.

AGILE: GIScience Series, 3, 3, 2022 | https://doi.org/10.5194/agile-giss-3-3-2022 7 of 13

https://www.epexspot.com/en/market-data
https://www.ggv-energie.de/cms-wAssets/docs/stadt/netz/netzbilanzierung/download-aller-profile/GGV_SLP_1000_MWh_2021_01-2020-09-24.xlsx
https://www.ggv-energie.de/cms-wAssets/docs/stadt/netz/netzbilanzierung/download-aller-profile/GGV_SLP_1000_MWh_2021_01-2020-09-24.xlsx
https://www.ggv-energie.de/cms-wAssets/docs/stadt/netz/netzbilanzierung/download-aller-profile/GGV_SLP_1000_MWh_2021_01-2020-09-24.xlsx
https://github.com/HaojunCai/agile22_evprediction


Table 4. Outbound ratio and average inbound range for next-day SoC consumption, arrival time, and departure time predictions at
95%, 90%, and 70% prediction intervals. A simultaneous smaller outbound ratio and narrower averaged inbound range indicate a better
model performance. Models with the best performance are highlighted in bold, and models that perform better after including human
mobility features are underlined.

Target Model Outbound Ratio Average Inbound Range
[%] [SoC: %, Arrival & Departure: hours]

95% 90% 70% 95% 90% 70%

SoC

LQR 11.17 15.55 34.73 70.05 61.16 37.88
LQR+Mobility 14.89 18.50 35.99 66.98 58.83 37.29

QRF 2.38 3.76 8.44 57.66 46.76 24.38
QRF+Mobility 2.08 3.40 8.07 59.19 48.07 24.52

GBQR 7.03 13.74 34.93 63.22 50.44 27.38
GBQR+Mobility 7.19 13.59 34.88 63.34 51.37 28.06

Arrival

LQR 9.26 14.43 34.20 17.11 14.15 8.04
LQR+Mobility 10.46 15.52 35.21 16.56 13.82 8.00

QRF 5.38 6.91 11.58 11.55 9.12 4.71
QRF+Mobility 3.92 5.33 10.00 12.17 9.47 4.68

GBQR 8.38 14.24 34.59 13.25 10.38 5.28
GBQR+Mobility 8.17 14.40 34.87 13.46 10.22 5.08

Departure

LQR 7.25 11.77 30.54 15.29 12.33 6.54
LQR+Mobility 8.86 13.31 32.01 14.86 12.10 6.38

QRF 5.48 6.87 11.56 10.59 8.37 4.33
QRF+Mobility 3.85 4.95 9.35 11.13 8.67 4.27

GBQR 5.57 11.63 32.39 15.67 11.34 5.26
GBQR+Mobility 5.51 11.50 32.33 15.64 11.31 5.09

4.1.4 Human Mobility Features Evaluation

Feature importance returned by quantile random forest
with human mobility features is presented in Table 5. En-
ergy consumption and parking duration in the past three
individual days help the predictions in general; however,
human mobility features do not rank at the top.

Five human mobility features chosen in our study are be-
lieved to help to predict next-day EV energy demand since
they can depict the mobility behaviors of EV owners. This
belief relies on the assumption that EV usage is relatively
stable among all transportation choices so that the mobility
features can be descriptors for EV usage. However, the EV
usage is not stable as indicated by daily EV HHI scores.
This mobility metric quantifies the concentration of daily
EV usage among all transport modes. The value ranges
from 0 to 1, with 0 meaning no EV usage and 1 meaning
pure EV usage. The average standard deviation of EV HHI
scores for all users is 0.348, indicating that participants in
the SBB project do not have consistent habits towards EV
usage. Besides, the other four mobility features do not dis-
tinguish mode choices and therefore have limited contri-
bution to predicting next-day EV energy demand for our
participants. The human mobility features can potentially
play a more important role when forecasting the EV de-
mand of users who mainly use EVs for traveling or have a
stable EV mode share.

Regarding arrival and departure time predictions, an addi-
tional reason for the marginal contribution of human mo-
bility features is that these two targets are not strongly re-
lated to chosen mobility features. These features mainly

describe mobility behaviors from the spatial perspective,
with limited information on the temporal perspective.

4.2 Charging Strategy Evaluation

This section presents the financial benefits and peak-
shaving effects of two smart charging scenarios compared
to uncontrolled charging. The prediction results of quan-
tile random forest with human mobility features are used
because of its overall good and robust performance.

As mentioned in Section 3.6, it is of higher risk to un-
derestimate SoC and overestimate parking duration. The
worst case of overestimating parking duration is to have
the underestimation of arrival time and the overestima-
tion of departure time. However, the total time to charge
an EV in our project is around 2.5 hours (2.5 hours ≈
27.2 kWh÷ 11 kW). Considering the parking duration
usually lasts a whole night, the uncertainty of predicted
parking duration has a smaller impact on charging strate-
gies than the predicted energy consumption. Therefore, ar-
rival predictions at α= 0.9 and departure predictions at
α= 0.1 are chosen so that there is only a 10% chance of
EVs arriving home later than the predicted arrival time
and departing home earlier than the predicted departure
time. For energy consumption, prediction results at α=
[0.5,0.55,0.6,0.65,0.7,0.75,0.8,0.85,0.9,0.95] are used
to test the impacts of different quantile predictions on
smart charging. Additionally, we only consider days with
valid energy consumption and parking duration. For all
113 users, 237 days are kept on average.
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Table 5. Mean importance returned by QRF+Mobility for next-day SoC consumption, arrival time, and departure time predictions. The
top three ranked features are in bold.

Feature SoC Arrival Departure Category of Features
Weekday on the predicting day 0.08 0.12 0.15 Input (temporal)
Weekend flag on the predicting day 0.02 0.02 0.05 Input (temporal)
SoC/Arrival/Departure in the previous day 0.11 0.16 0.16 Input (historical)
SoC/Arrival/Departure two days ago 0.10 0.13 0.11 Input (historical)
SoC/Arrival/Departure three days ago 0.10 0.13 0.12 Input (historical)
Average EV distance over past three days 0.09 - - Input (EV-related)
Average EV duration over past three days 0.09 - - Input (EV-related)
Average real entropy over past three days 0.09 0.12 0.11 Input (human mobility)
Average top-3 location visitation frequency over past three days 0.09 0.11 0.11 Input (human mobility)
Average jump distance over past three days 0.08 0.11 0.10 Input (human mobility)
Average radius of gyration over past three days 0.08 0.10 0.10 Input (human mobility)
Average EV HHI score over past three days 0.06 - - Input (human mobility)

4.2.1 Financial Benefits

The total financial cost for a fleet of 113 EVs over 237 days
of uncontrolled charging strategy is 8491 e by summing
up daily monetary costs over all users and all days. For per
user, total costs over 237 days are 75 e. With input SoC
predictions at different probabilities, Table 6 presents the
risks per user per day and total financial costs per user over
237 days of unidirectional and bidirectional smart charg-
ing strategies and their benefit ratios compared to the un-
controlled charging. The risk is the time needed to charge
EVs outside the home when EVs run out of batteries. The
benefit ratio, calculated as the benefits of smart charging
divided by the cost of uncontrolled baseline, is given as a
more informative metric than the benefits since our study
uses electricity spot prices that differ a lot compared to
customer prices in practice.

As shown in Table 6, both unidirectional and bidirectional
smart charging strategies can help users save more money
than uncontrolled charging. In unidirectional smart charg-
ing, the risk and the total benefit decrease as the input
probability of SoC predictions increases since increasing
energy is charged at home. There is a trade-off between
risks and monetary benefits: using a more conservative
strategy to charge EVs, less benefit is gained while less
risk is undertaken. Moreover, with input probability α de-
creasing, the risk and benefit slowly increase until α goes
below 0.65. For each user, SoC predictions with α≥ 0.70
can guarantee no more than 12 minutes’ charging outside
the home every day and a 29.8% monetary benefit ratio for
237 days.

For bidirectional smart charging, the risk decreases and the
total benefit increases when the quantile of SoC predic-
tions increases, because the energy demand with a larger
input probability will result in a higher amount of remain-
ing energy to be sold for V2G. However, this selling step,
on the one hand, brings higher risks compared to unidirec-
tional charging since SoC is either 0 or very low after sell-
ing energy, leaving a small buffer if the predicted next-day
energy demand is lower than the true consumption. On the

other hand, unexpected EV needs from users might not be
fulfilled after they arrive home because of this discharging
procedure. For each user, SoC predictions with α≥ 0.85
guarantee less than 30 minutes’ charging outside the home
and a 50% monetary benefit ratio for 237 days.

4.2.2 Peak-Shaving Effects

The maximum electricity load is compared between un-
controlled charging and two smart charging scenarios to
evaluate peak-shaving effects. The standard load profile
is normalized to 113 families. The highest peak demand
MaxLoadori of original household is 445.0 kW. When
charging 113 electric vehicles at home using the uncon-
trolled charging, the maximum peak load MaxLoadbase
reaches 518.1 kW with an increase of 73.1 kW, which
is not beneficial for grid stability. Table 7 presents the
maximum electricity load with 113 EVs charged us-
ing unidirectional and bidirectional smart charging and
their increase compared to the original peak demand
MaxLoadori. According to Table 7, unidirectional smart
charging at all quantiles and bidirectional smart charg-
ing with α≤ 0.65 will not increase the original maximum
peak load, whereas uncontrolled charging will bring an in-
crease of 73.1 kW.

Fig. 2 shows the hourly load profile of the original house-
hold and the total load of the original household plus EV
charging from three charging strategies with SoC predic-
tions at 0.75 quantile. As shown in Fig. 2, the charging pro-
cesses of EVs in the unidirectional (green line) and bidi-
rectional smart charging (yellow line) mainly occur when
the original household demand (black line) is relatively
low. On the contrary, the uncontrolled charging of EVs
(blue line) happens mainly during the high-demand hours
of the original household. Moreover, the original maxi-
mum peak demand at 8 p.m. is even decreased in bidirec-
tional smart charging because of the discharging arrange-
ment. Although it induces a new maximum peak at 4 a.m.,
this induced peak can be evened out by adopting a more
advanced V2G design since our design is rather simple.
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Table 6. Risks and monetary benefits of unidirectional and bidirectional smart charging and their benefit ratios compared to uncontrolled
charging with SoC prediction (QRF+Mobility) at different quantiles (Risk in hours:minutes:seconds, Benefit Unit: e).

The Quantile of Unidirectional Bidirectional
SoC Prediction Riskuni Benefituni_base Benefit_Ratiouni_base Riskbi Benefitbi_base Benefit_Ratiobi_base

0.50 1:05:46 28.4 37.9% 1:44:21 31.3 41.3%
0.55 0:46:49 26.9 35.8% 1:29:56 31.4 41.7%
0.60 0:30:47 25.5 34.1% 1:16:23 31.7 42.2%
0.65 0:18:53 24.5 32.7% 1:03:44 32.1 42.8%
0.70 0:11:41 23.8 31.7% 0:53:22 32.6 43.4%
0.75 0:07:15 23.3 31.1% 0:44:20 33.8 45.1%
0.80 0:04:35 23.0 30.6% 0:35:17 36.1 48.1%
0.85 0:03:00 22.7 30.2% 0:26:25 39.7 53.0%
0.90 0:01:41 22.5 30.0% 0:17:38 45.8 61.0%
0.95 0:00:32 22.4 29.8% 0:09:16 56.1 74.8%

Table 7. Maximum electricity load of unidirectional and bidirectional smart charging and their increase compared to the maximum
electricity load of the original household with SoC prediction (QRF+Mobility) at different quantiles (Unit: kW).

The Quantile of Unidirectional Bidirectional
SoC Prediction MaxLoaduni MaxLoad_diffuni_ori MaxLoadbi MaxLoad_diffbi_ori

0.50 445.0 0.0 435.0 -10.0
0.55 445.0 0.0 432.5 -12.5
0.60 445.0 0.0 430.3 -14.7
0.65 445.0 0.0 443.3 -1.7
0.70 445.0 0.0 461.4 16.4
0.75 445.0 0.0 486.0 41.0
0.80 445.0 0.0 520.4 75.4
0.85 445.0 0.0 562.8 117.8
0.90 445.0 0.0 628.9 183.8
0.95 445.0 0.0 730.2 285.2

5 Conclusion and Future Work

With increasing EVs on the road, it is crucial to deploy
charging strategies wisely for the benefit of EV owners
and distribution grids. The deployment of smart charging
requires accurate information about next-day energy de-
mand. Our study explores whether individual user mobil-
ity features can help the probabilistic prediction of next-
day energy consumption and parking duration, and how
prediction results can benefit time-shifting smart charg-
ing strategies considering V2G technology. Our research
questions in Section 1 are answered as follows.

• RQ 1.1: To what extent can individual user mobility
features help predict the next-day energy consump-
tion?

Individual user mobility features partially help the
probabilistic prediction of next-day energy consump-
tion. Specifically, the performance of quantile ran-
dom forest is improved marginally after including hu-
man mobility features from mean quantile loss.

Marginal improvements appear mainly due to the
inconsistent EV usage habits of participants in our
study, which render the human mobility features less
effective in estimating EV demand. Nevertheless, in
cases where traveling needs are mainly fulfilled by

EVs, human mobility features should contribute more
to the prediction of next-day energy consumption.

• RQ 1.2: To what extent can individual user mobility
features help predict the next-day parking duration?

Individual user mobility features partially help the
probabilistic prediction of next-day arrival and depar-
ture time. Specifically, for arrival time predictions,
quantile random forest performs better after includ-
ing human mobility features from the mean quantile
loss; from the outbound ratio and average inbound
range, quantile random forest at 70% prediction in-
tervals performs better with human mobility features.

For departure time predictions, with human mobility
features, linear quantile regression and quantile ran-
dom forest perform better from mean quantile loss;
from the outbound ratio and average inbound range,
better performance is found for the 70% prediction
interval of quantile random forest and the 95%, 90%,
70% prediction intervals of gradient boosting quan-
tile regression.

In addition to the explanation in RQ 1.1, another rea-
son for partial improvements is that the chosen mobil-
ity features in our study depict traveling habits from
the spatial perspective with limited information on
the temporal perspective.
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Figure 2. The hourly electricity load profile of the original household, and the original household plus EV uncontrolled charging, EV
unidirectional smart charging, and EV bidirectional smart charging with SoC prediction (QRF+Mobility) at 0.75 input quantile.

• RQ 1.3: To what extent can next-day prediction help
gain monetary benefits and achieve peak-shaving ef-
fects?

In our unidirectional smart charging, there is a trade-
off for users between gaining monetary benefits and
undertaking the risk of charging outside the home
after running out of EV batteries. In general, unidi-
rectional charging helps users gain monetary benefits
and shaves the peaks brought by uncontrolled charg-
ing with the SoC prediction quantile ≥ 0.5.

For our bidirectional smart charging, as the input
quantile of predictions increases, less risk is under-
taken and more benefit is gained, and it results in
higher risks and monetary benefits than unidirec-
tional smart charging because of the discharging de-
sign. However, this design might lead to the cases that
unexpected mobility needs after arriving home can
not be fulfilled. As for peak-shaving effects, no extra
stress is brought to the original maximum peak when
the quantile of SoC prediction is kept below 70%.

Several research directions can be further explored to im-
prove the performance of probabilistic forecasting and en-
hance the applicability of smart charging in reality. First,
other mobility features that can distinguish mode choices
and depict traveling habits from the temporal perspective
can be examined. Motif, for example, is a mobility fea-
ture that describes typical movements by considering the
time series of visited locations on a semantic level (Song
et al., 2010b; Schneider et al., 2013; Xu et al., 2018).
Besides, socio-demographic factors can be considered to
model the mobility decision-making behaviors if data are
available (Bucher et al., 2020). Second, our current study

only considers days with valid energy consumption and
parking duration in the forecasting. However, in reality,
smart charging should also consider days without valid
values. Future research could consider adding the predic-
tion of whether an EV is used on a particular day, whose
influencing factors have been discussed in Bucher et al.
(Bucher et al., 2020). Third, the simulation of smart charg-
ing in our research has not considered renewable energy
sources, which has been discussed in Martin et al. (2022).
Their study considered photovoltaic power generated from
house roofs to charge EVs based on historical EV usage
data, which could be combined with the prediction models
in our study for future cases.

Overall, this study showed that incorporating individual
human mobility features could partially improve the prob-
abilistic forecast of EV energy demand. This conclusion
advances our understanding of how to use human mobility
in energy forecasting and how probabilistic results could
play a role in smart charging.
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Appendix A: Appendix

The search spaces of hyperparameters in the cross valida-
tion of quantile regression are given in Table A1.

Table A1. The search space of hyperparameters for three models.

Model Hyperparameter Search Space
LQR the regularization constant that multiplies the L1 penalty term alpha = 0.001,0.01,0.1,1,10,100,1000

QRF

the number of trees
the maximum depth of the tree
the minimum number of samples required to split an internal node
the minimum number of samples required to be at a leaf node

n_estimators = 100,200,300
max_depth = 1,3,5,7,None
min_samples_split = 2,5,10
min_sample_leaf = 1,2,4

GBQR

the number of boosting stages
the maximum depth of individual trees
the contribution of each tree
the fraction of samples to be used for individual base learners
the minimum number of samples required to split an internal node
the minimum number of samples required to be at a leaf node

n_estimators = 100,200,300
max_depth = 1,3,5,7
learning_rate = 0.1,0.06,0.02
subsample = 1.0,0.8,0.6
min_samples_split = 2,5,10
min_sample_leaf = 1,2,4
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