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Abstract. Recent developments in image recognition tech-
nology including artificial intelligence and machine learn-
ing led to an intensified research in computer vision mod-
els. This progress also allows advances for the collec-
tion of spatio-temporal data on Invasive Alien Species
(TAS), in order to understand their geographical distribu-
tion and impact on the biodiversity loss. Citizen Science
(CS) approaches already show successful solutions how
the public can be involved in collecting spatio-temporal
data on IAS, e.g. by using mobile applications for moni-
toring. Our work analyzes recently developed image-based
species recognition models suitable for the monitoring of
IAS in CS applications. We demonstrate how computer
vision models can be benchmarked for such a use case
and how their accuracy can be evaluated by testing them
with IAS of European Union concern. We found out that
available models have different strengths. Depending on
which criteria (e.g. high species coverage, costs, mainte-
nance, high accuracies) are considered as most important,
it needs to be decided individually which model fits best.
Using only one model alone may not necessarily be the
best solution, thus combining multiple models or develop-
ing a new custom model can be desirable. Generally, co-
operation with the model providers can be advantageous.

Keywords. Image Recognition, Invasive Alien Species,
Citizen Science, Machine Learning, Species Distribution

1 Introduction

Invasive Alien Species (IAS) are one of the main drivers
of biodiversity loss globally. Thus, there is a need to col-
lect spatio-temporal data on the occurrence of IAS to be
able to drive conclusions concerning their spatial distri-
bution and to tackle their negative effect on the equilib-
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rium of the local ecosystems. The data required for con-
sistent monitoring of IAS can only be collected with great
effort, as it has to be available in large quantities and of
corresponding quality. The involvement of volunteers to
collect spatial and thematic data to produce Volunteered
Geographic Information has been proven to be a success-
ful approach (Goodchild, 2007). Adding a research ques-
tion on the potential impact or causes of changes in biodi-
versity to the partly trivial crowdsourcing approach leads
to Citizen Science (CS). CS can have a crucial impact on
moving the collection of spatio-temporal data about IAS
forward. There are already several systems (e.g. Invasive
Alien Species Europe App EASIN (2022)) that allow cit-
izens to record their findings of invasive species and thus
participate in the monitoring of IAS.

Like the collection of the data itself, its validation and
analysis is complex and time-consuming. At this point, the
usage of Artificial Intelligence (Al) can significantly facil-
itate the monitoring of IAS. Both, in terms of recognizing
IAS and understanding their spatio-temporal distribution.
This work focuses on the automated image-based species
recognition of IAS of European Union concern. We inves-
tigate several Al-based species recognition models, and
analyze their usability for an integration in a CS appli-
cation enabling user conducted monitoring of IAS. The
contribution complements a detailed technical report that
was already published (Jakuschona et al., 2022a). Here, we
present the scientific perspective of our work, synthesize
our main findings, and add more recent results. To do so,
we respectively list related work, describe our approach of
analyzing the models, share our findings, and address how
our analysis might be taken forward.
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2 Related Work

Citizen Science can have a crucial effect on support-
ing the evaluation of species distributions. As Feldman
et al. (2021) found, the number of papers utilizing CS ap-
proaches for species distribution models (SDMs) doubled
compared to the number of overall SDM papers in the
2010s. Not only does CS contribute to the understanding
of species distributions in general, but also in particular of
IAS (Crall et al., 2015). This is achieved by filling obser-
vation gaps of underrepresented species or geographical
regions, which can not be covered by experts. Many CS
initiatives collecting IAS observations make use of infor-
mation and communication technologies to improve the
data collection. Johnson et al. (2020) analyzed 26 of such
initiatives that led to scientific discoveries. Most of them
are using GPS to record the location of the observations
and allow citizens to take or upload photos within the pro-
vided application. Some of these discoveries included the
modeling of the spatial distribution of the invasive species
or the clarification of spatio-temporal patterns of the inva-
sion.

As an information technology in CS applications, the use
of Al can be beneficial, e.g. to help volunteers with iden-
tification tools determining unknown species. These could
otherwise be underrepresented in the data collection due
to the citizens biases (Schermer and Hogeweg, 2018). Be-
side the data collection, also the engagement and the data
validation can be promoted by machine learning (Lotfian
et al., 2021). An example was stated by Lotfian et al.
(2019) in a case study, where image recognition is used
to review the species classification of citizens. Sightings
are first filtered by their location and the period the species
are usually seen. If a species is common for the region and
the time of the day and year, the observation is passed to
an image recognition model. If the model determines the
same species as the citizen, the observation is automati-
cally validated, if not it has to be resubmitted by the citizen
and if it still not passes the auto-filtering it is reviewed by
an expert. This process helps to reduce the workload for
the experts in the validation process but also encourages
the citizens to continue their fieldwork by giving real-time
feedback on their observations.

Further, use cases of image recognition models within CS
applications are especially in the field of camera trap ob-
servations, where a lot of images are collected without any
human input, that have to be classified afterwards. For ex-
ample Choinski et al. (2021), Tabak et al. (2019), Norouz-
zadeh et al. (2021) and Norouzzadeh et al. (2018) trained
neural networks to classify camera trap images of mam-
mals. The first for images from Poland, the second from
North America and the last two from Africa. The images
from Africa were obtained from the Snapshot Serengeti
dataset. This is part of a long-term CS project with 225
cameras deployed across the Serengeti National Park in
Tanzania. The images are published on a website and can
there be annotated by volunteers and afterwards serve as
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a source for machine learning or computer vision research
(Swanson et al., 2015). Beside the models for recognition
of mammal species, computer vision techniques can also
be used to detect plant species (Go&au et al., 2021; Wild-
chen et al., 2018) or to recognize animal individuals (Miele
et al., 2021).

Such machine learning models identifying species in CS
images can be enhanced by incorporating metadata in
the classification process, like the location or the weather
(Terry et al., 2020). Also participants in the LifeCLEF
challenges in 2018 (Joly et al., 2018) and 2020 (Joly et al.,
2020) improved the species identification process by in-
cluding location information. They were used to reduce
the list of species candidates to be considered and thus
sped up the classification and increased the accuracy.

Another species classification challenge, providing a re-
spective annotated dataset, is the iNaturalist competition
(Van Horn et al., 2018), which was conducted the fourth
time in 2021. The datasets of these challenges contain
images collected by citizens via the iNaturalist platform.
In the competition, citizens are encouraged to create an
image classification model with these datasets. The or-
ganizers also benchmarked different representation learn-
ing methods for two natural world image collections
(Van Horn et al., 2021).

In addition to the benchmarking of machine learning
methods, there have also been reviews of image recogni-
tion approaches in ecology. Wildchen and Mider (2018)
stated that, although there are various attempts of creat-
ing species identification models in research, just a few
useful applications are available, while Weinstein (2018)
reviewed 187 computer vision applications in animal ecol-
ogy. Many of the considered applications are either smart-
phone applications or results of research on datasets with
a small number of species. Solely smartphone applica-
tions were evaluated by Jones (2020), who tested auto-
matic plant identification apps and their performance on
identifying plants common in Britain.

3 Research Methodology

In order to assist citizen scientists in monitoring IAS, a
promising approach is to detect the species by an image-
based recognition. Thereby the recognition can be per-
formed in an automated manner by using ML methods.
Computer vision models are trained using annotated im-
ages of specific species in order to subsequently predict the
species for a given image. To find appropriate models fit-
ting our use case, an intensive literature search was carried
out. Publications and outcomes relevant to this topic were
investigated, a web search on GitHub and in correspond-
ing blogs was conducted, and contacts to experts in this do-
main were used to directly obtain information. Some of the
keywords relevant for the respective search queries were

"image recognition", "species"”, "identification", "machine

"non

learning", "image based", "automated" and "computer vi-
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sion". The articles found with this keywords were investi-
gated in more detail and the attributes of described or ref-
erenced models were evaluated. Generally, we considered
image-based species recognition models that can be inte-
grated either directly as a model or as an API in a system
which supports citizens in monitoring IAS.

To be relevant for our subsequent research, the models had
to include at least 2,000 species and be applicable in Eu-
rope, covering the relevant species. In this chapter we want
to describe which criteria we used for our further analysis
of the models, which images we used to test and how we
calculated the accuracy of the predictions the models re-
turned.

3.1 Assessment Criteria for Species Recognition
Models

For our investigations, we defined certain criteria to make
the models assessable and comparable (see Table 1).

One set of the criteria describes the coverage of the model.
This includes the species that can be recognized by the
model, both the number of overall species and specifi-
cally IAS, the class of organisms and the geographic re-
gion which the model is trained on. A second set addresses
the availability of the model. On the one hand, whether
the model can be further trained by additional images and
one can transparently learn how the model works and with
which species it was trained. On the other hand, in which
format the model is available, e.g. as download or API, and
whether there are corresponding costs. Third, the accuracy
is a crucial part of our criteria, i.e. in how many cases the
model correctly recognizes the species for a test dataset of
images. Besides we defined two further technical criteria.
These address details concerning the update cycle of the
model and the specification of the requests which can be
processed by the model.

In order to obtain all necessary information about the mod-
els with respect to the criteria, we used various sources.
First, we used the information provided directly by the
provider on their website. We have linked this source for
each model in Table3. Second, we searched for addi-
tional sources such as further documentation or blog posts,
which we referenced when the information was mentioned
in the text. Third, if still not sufficient information was
available, we obtained it through direct contact with the
model providers.

3.2 Approach to Evaluate Model Accuracy

In order to determine how accurately the models perform,
we have developed a specific test strategy. According to
our use case (see Section 1), our test focuses on the IAS of
Union concern specified by the European Union Regula-
tion 1143/2014 (Regulation, 2014), and candidate species
that probably will be added to the list in the future. We
received the information about IAS candidates directly by
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Table 1. Criteria

Criteria Description

Species Overall Species covered by the model,
i.e. the species the model is trained
on; number of species and a list of the
species (scientific names).

IAS Invasive alien species (IAS) covered

by the model, i.e. the IAS included in

the model training; number of IAS and

a list of the species (scientific names).
Class of Organism  Describing, if a model is specifically
trained for a certain kind of organism
(e.g. plant, mammal, bird, fish).
Geographic Region  Describing if a model is specifically
trained for species of a geographic re-
gion (e.g. Europe, North America).
Expandability Describing if a model can be extended
by training it with additional images.
Transparency Describing if a model is transparent
(e.g. Do we know how and for which
species it is trained or is it kind of a
black box).
Accessibility Describing if a model is available for
download, as an API or in other ways.

Cost Costs for usage (e.g. per request, year,
one-time download).
Accuracy Describing the accuracy for Top-1 and
Top-5 suggestions of a model, when it
is applied to a test dataset of images.
Updates Describing the update cycle of the
model.
Requests Describing the request specification of
the model in terms of the number of
input images, number of predictions,
request limitations (temporal, money-
wise) and if a score for the predictions
is given.

the European Commission’s Joint Research Centre (JRC),
especially by the team supporting the European Alien
Species Information Network (EASIN). In total, the num-
ber of species considered for testing was 96.

3.2.1 Images Used for Testing

For each species, the test dataset is composed of six images
in total. One half of these are so called golden standard im-
ages and the other half are user observation images. The
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golden standard images are images on which the species
is clearly represented and recognizable for experts. In con-
trast, user observations are images taken by actual users of
species observation apps, which are usually of lower qual-
ity and do not always fully represent the species.

The golden standard images were largely taken from a
dataset provided to us by the JRC. However, for some
species there were only two images available in this
dataset and for the candidate species no images at all. In
these cases, images from the Commonwealth Agricultural
Bureaux International (CABI, 2022) database were used.
The images available in this database are typically of high
quality, as they are imported from scientific papers. In case
there were no images for a particular species available in
the CABI database, images from the Global Biodiversity
Information Facility (GBIF, 2022) were used. Thereby,
images from the category "preserved specimens" were pri-
oritized. In addition the images had to be of corresponding
quality to count as golden standard.

Concerning the observation images, we used a dataset,
likewise provided by the JRC. This contains validated im-
ages that were uploaded by users to the "Invasive Alien
Species Europe" Smartphone Application (EASIN, 2022).
In case there were not enough images available for a
species within this dataset, images provided by GBIF were
used and if available prioritized from the category "human
observations". For some species even then not enough im-
ages were available, so that other trustworthy sources were
used (see Section 3.3). Selecting the observation images,
attention was paid that species are still recognizable by a
human at all, and that the images differ from each other,
e.g. showing different parts of the species.

Table 2. Exemplary Classification of IAS Images

Image Prediction Probability
in %

Myocastor coypus 80.50
Ondatra zibethicus 7.51
Castor canadensis 6.19
Lontra canadensis 0.96
Microtus pennsylvanicus 0.72
Asclepias speciosa 49.80
Asclepias syriaca 41.40
Asclepias eriocarpa 3.09
Wyethia mollis 1.36
Calotropis procera 0.50
Terrapene ornata 17.53
Caiman crocodilus 13.16
Apalone spinifera 8.95
Stigmochelys pardalis 7.37
Lithobates septentrionalis 5.59

The correct prediction is written in bold. The accuracies calculated with the
examples in the table are: Top-1 accuracy: 33.33 % (1 out of 3 correct in the first
prediction), Top-5 accuracy: 66.67 % (2 out of 3 correct in the first five
predictions). The species depicted in the third example is Lithobates catesbeianus.
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3.2.2 Calculation of Model Accuracy

In order to be able to draw conclusions about the accuracy
of the models, all images included in the test dataset were
classified by the models.

Typically, for a given image, the models return species
as a prediction, including the probability that the species
depicted on the image actually matches the prediction.
Thereby, it differs by model how many predictions are re-
turned. To determine the accuracy of the models, we de-
cided to calculate the Top-1 and Top-5 accuracy. If the first
prediction of a model is correct, it is a Top-1 prediction and
if one of the first five predictions of a model is correct, it is
within the Top-5 predictions. The calculation of the Top-
5 accuracies can be interesting to decide if the model is
helpful to show citizens five predictions from which they
can indicate the observed one. Thus, the percentage given
by the Top-1 or Top-5 accuracy indicates for how many of
the images contained in the test dataset the prediction was
correct or within the Top-5, respectively. An example for
this calculation can be seen in Table 2.

The accuracies, both Top-1 and Top-5 were first calculated
for each model independently. Whereby, the test dataset
was truncated for each model to the species the model was
trained on, since otherwise the model would not be able to
detect the correct species. This approach leads to the fact
that a different number of species and therefore different
images were used to calculate the accuracies of the differ-
ent models. To increase comparability, the accuracies were
calculated a second time with an identical dataset for each
model. For this purpose, the test dataset was trimmed to
the species covered by all models. However, we differen-
tiated between a dataset with species which are covered
by all models, one with species which are covered by all
hybrid models (those that recognize both, plants and an-
imals) and one with species covered by all plant models.
Thus, within the three categories all/hybrid/plant, all mod-
els have exactly the same input dataset, which leads to a
better comparability.

3.3 Data and Software Availability

Research code supporting this document is accessible on
GitHub. All repositories are available in the GitHub orga-
nization EibSReM (Jakuschona et al., 2022b). The three
repositories we created are additionally accessible via
Zenodo (Niers et al. (2022), Jakuschona et al. (2022c),
Stenkamp et al. (2022)). Each of the repositories contains
a README file with instructions on how to execute the
script. Thereby, the scripts are either executable as python
code or as Jupyter Notebook (in case of the API requests).
All three repositories can be accessed under the European
Union Public Licence V. 1.1. A detailed description of all
work steps is available as JRC report (Jakuschona et al.,
2022a). In addition to a description of the work steps and
further details, the appendix of the report contains all val-
ues for the calculation of the accuracies as well as tables
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which summarize the model coverage of the species. For
the image data used, there is a table in Appendix C of the
report that lists all sources. Unfortunately, the images can-
not be made available to the public for copyright reasons,
but the images can be provided by the authors upon re-
quest.

4 Results

As a result of the literature and web research, we indi-
cated seven models as applicable for detecting IAS of
Union concern, since they cover enough species, have an
appropriate geographic focus and can be integrated in an-
other application. These seven models we tested can be
inspected in Table 3.

The models can be separated in two groups. The first
group includes models that can only identify plants (Flora
Incognita, Pl@ntNet-API and Plant.id API), the second
comprises models able to identify plants and animals
(iNat2021, iNaturalist API, Microsoft and NIA) which we
call hybrid models. For these seven models, the assessment
criteria described in Section 3.1 were inspected in detail. In
this chapter, we are going to describe the results for each
model regarding the criteria. Starting with the species cov-
erage, followed by the accessibility and usability and con-
cluding with the model accuracies.

4.1 Coverage of Species

For the species coverage, we inspected the overall amount
of species covered, the coverage of IAS of Union con-
cern and the geographic region covered by each model. An
overview of the species coverage can be found in Table 4.

Starting with the geographic region, the iNaturalist,
Pl@nt-Net and Plant.id API cover species from the whole
world. The same applies for the iNat2021 and Microsoft
model. Also, Flora Incognita is covering species from the
whole world, whereby they focus on species from Europe
(Méder et al., 2021). NIA concentrates on species from
Belgium and the Netherlands (Observation.org, 2022).

The iNaturalist API is able to identify 38,000 species
(Shepard, 2021), the most species among all models. Fol-
lowed by Pl@ntNet-API, which is able to identify 29,615
plant species (P1@ntNet, 2022). In terms of the other plant
models, Plant.id covers 12,128 species and Flora Incoginta
4,803 (Mider et al., 2021). NIA covers 22,302 species
of plants and animals, iNat2021 10,000 (Van Horn et al.,
2021) and Microsoft 5,266 (Microsoft, 2022). Out of the
96 IAS of Union concern, including the candidates, the
iNaturalist API covers with 82 (iNaturalist, 2022) the most
species. The other hybrid models cover fewer IAS, as
iNat2021 covers 59 species, NIA 49 species and Microsoft
45 species. The plant identification models cover a simi-
lar amount of the 42 IAS that are plants. Plant.id is able
to identify 31 plants, Pl@ntNet-API 30 and Flora Incog-
nita 29.
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Further, it is interesting that twelve species are covered
by all models and five species are not covered by any
model. A closer look at the plant models reveals that 21
species of the 42 plants are covered by all models and
just six by none. Whereas the iNaturalist API covers with
36 IAS plants as much as all plant models combined. The
species not covered by any model are mostly subspecies,
like Pueraria montana var. lobata. A further finding is,
that the models cover species of a similar domain. Bird,
mammal and plant species in our list are covered well by
at least one of the models. However, species living in the
water or invertebrates are covered less.

4.2 Model Accessibility and Usability

Besides the species coverage, the accessibility and usabil-
ity of the models is an essential criterion. Here we have
two different kinds of model accessibility. For the first
kind, the raw model is directly available. This is the case
for the iNat2021 and the Microsoft model. Here, the model
can be downloaded and deployed on an own machine.
These models are also free to use. The second kind of
models can be accessed through an API, which was the
case for all other models we evaluated. The Pl@ntNet-
API can be accessed directly and offers up to 500 free
requests per day. Access to the Plant.id, iNaturalist, NIA
and Flora Incognita APIs can be granted upon request by
the model providers. The integration and use of Plant.id
API and iNaturalist API is usually connected with costs,
whereas the integration of Flora Incognita and NIA is for
free. However, the costs for using the APIs can be dis-
cussed with the model providers. In addition to an API us-
age, the models from Pl@ntNet, Plant.id, iNaturalist and
Flora Incognita also can be accessed in other ways with
different costs, for example for free by using provided
smartphone applications.

Apart from the accessibility, also the usage of the models
differs. A first difference is the number of input images.
Microsoft, iNat2021 and iNaturalist API use exactly one
input image for a prediction, Flora Incognita uses one to
three, the Pl@ntNet API and Plant.id take one to five im-
ages and NIA can use one or more images. Further, the
numbers of species suggested by the model differ. For the
downloaded models, it is possible to change this number.
NIA and Flora Incognita always return ten results. For the
iNaturalist API, the P1@ntNet-API and Plant.id the num-
ber of results depend on the score of the predictions. For
example, if the model predicts one species with a high
score, only one suggestion is returned. A distinctive fea-
ture is that Pl@ntNet-API and Flora Incognita offer the
user the possibility to indicate which part of the plant is
shown on the image. Further, it is noticeable, that the iNat-
uralist API is the only API which not returns a score.
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Table 3. Model Overview

Name Source Description
iNaturalist 2021 Competi- Van Horn et al. (2021) Van Horn et al. (2021) created different models based on the iNat-
tion (iNat2021) uralist 2021 competition dataset and benchmarked them. From this

benchmark, we selected the iNat2021 Supervised model as the most
sufficient for our use case. Thus, the model is not directly an out-
come of the competition, but was created with the corresponding

dataset.
iNaturalist API https://www.inaturalist. The iNaturalist API is developed by iNaturalist, a joint initiative by
org/pages/computer_ the Californian Academy of Science and the National Geographic
vision_demo Society. It is able to identify plant and animal species.
Microsoft Al for Earth https://github. In the context of the Al for Earth program, the so-called “Species
Species Classification com/Microsoft/ Classification API” was developed. It covers animal and plant
SpeciesClassification species.
Nature Identification API  https://observation.org/ The Nature Identification API, is a joint effort by Observation In-
(NIA) pages/nia-explain/ ternational, Naturalis and Intel Corp. It is able to identify plant and

animal species.

Flora Incognita https://floraincognita.de/ The Flora Incognita research group at the Max Planck Institute for
Biogeochemistry in Jena and the Technical University Ilmenau de-
velop the Flora Incognita identification service, which allows the
identification of plant images with predictions for the most likely
species.

Pl@ntNet-API https://my.plantnet.org/ The Pl@ntNet project, implemented by a consortium including
CIRAD, INRA, INRIA, IRD and the Agropolis Foundation, is a tool
which supports the image-based identification of plants for both,
amateurs and professionals. The providers have advised us to use
their API-project "the-plant-list" for the identification.

Plant.id API https://plant.id/ Plant.id is a project developed by the team of the FlowerChecker
company, whereby the main goal is to facilitate the monitoring of
invasive and endangered species for a wide range of usage scenarios
from business to private use.

Table 4. Species Coverage of Models

Name Species Coverage IAS Coverage

Union concern (66) Candidates (30)

iNat2021 10,000 43 16
iNaturalist API 38,000 57 25
Microsoft Species Classification 5,266 34 11
NIA 22,302 41 8
Flora Incognita 4,803 25 (out of 36 plants) 4 (out of 6 plants)
Pl@ntNet-API 29,615 26 (out of 36 plants) 4 (out of 6 plants)
Plant.id API 12,183 26 (out of 36 plants) 5 (out of 6 plants)
4.3 Updates of Models model providers. If special changes e.g. concerning the

species coverage are wanted, these can be requested from

the model owners. The iNaturalist API is getting a big
Besides the current state of the models, it is important to update soon, by increasing the covered species to 47,000
inspect whether the models are updated regularly. The both taxa (Shepard, 2021). After this update, they plan to im-
downloaded models, will not be developed further while plement two updates per year. The providers of NIA cur-
the other models are getting automatically updated by the
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rently work on a completely new model, which will proba-
bly get published in 2022 and cover around 30,000 species
for Northern Europe. Subsequently, it is planned to update
the model annually. Pl@ntNet performs monthly model
updates, increasing the species coverage or improving the
model architecture. The model developed by Flora Incog-
nita is updated regularly. In the beginning of 2022 they
plan a bigger update for the model, which will then cover
almost all plant IAS of Union concern. Also, the model
owners from Plant.id perform regular updates and expect
to cover all plant IAS of Union concern in summer 2022.

4.4 Accuracy of Models

One of the most important criteria to evaluate the models
is the accuracy of these. Like described in Section 3.2.2,
we performed two different tests. First, we tested all IAS
which are covered by the models, which means that the
test sizes are different for each model. Second, with same
images from species covered by all models. An overview
of the accuracies can be inspected in Table 5.

Like described in Section3.3 and Section4.2 the mod-
els had to be accessed in different ways. As peculiarity,
the model from Flora Incognita was tested by the model
providers, since it was too much effort to get access to
the API for our purposes in the provider’s opinion. We re-
ceived the raw data of the results from them.

The highest Top-1 accuracy achieved Microsoft with
78.89 %, followed by the model developed by Plant.id
(70.97 %) and Flora Incognita (66.67 %). Behind, iNat-
uralist API generated a score of 65.68 % followed by
Pl@ntNet-API with 63.33 % and iNat2021 (62.12 %). The
lowest percentage of images correctly identified achieved
NIA (41.16 %). For the Top-5 accuracy, Plant.id had
the highest accuracy with (93.01 %), followed by Mi-
crosoft Species Recognition (91.48 %) and Flora Incog-
nita (88.17 %). Pl@ntNet-API (85.00 %), iNaturalist API
(84.55 %) and iNat2021 (84.18 %) achieved similar accu-
racies. The lowest accuracy achieved NIA with 51.02 %.

The second test set contained twelve species, cov-
ered by all models. The highest Top-1 accuracies
for this set were provided by Microsoft and Plant.id
API, both with 80.56 %. Followed by, Flora Incog-
nita (75.00 %), PlantNet-API (72.22 %), iNaturalist API
(61.11 %), iNat2021 (58.00 %) and NIA (27.78 %). As
only plant species are covered by all models, we also split
this test for hybrid and plant only models. As result, the
hybrid test set consisted of 30 x 6 images and the plant set
of 21 x 6 images. Also, for the hybrid test set the Microsoft
model achieved the best accuracy with 86.11 %, followed
by the iNaturalist API (73.89 %), iNat2021 (69.74 %) and
lastly NIA (46.11 %). For the plant set, the accuracies of
the models are very similar. Pl@ntNet-API had 67.83 %,
Flora Incognita 72.80 % and Plant.id 73.81 %.
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5 Discussion & Conclusions

In this chapter, we are going to discuss the achieved results
and will draw conclusions regarding the advantages of the
different models. Our results indicate different strengths of
the models. Depending on which criterion the focus is set,
a model is more or less suitable.

The iNaturalist API and Pl@ntNet-API cover the most
species and show sufficient accuracies. Therefore, they
could be used to observe a high number of species and
get a general overview of the distribution of these species.
In case the priority is to correctly identify IAS, the models
from Microsoft and Plant.id could be used. Both models
have the best accuracies, but cover fewer species overall.
However, here it is important that visually similar species
also have to be covered by the model. To cover a certain
type of organism (e.g. plant, mammal, bird), it can be ben-
eficial to use a model which is especially trained for this
organism. Therefore, if the focus should be on plants, it
can make sense to choose a plant model with a high TIAS
coverage even though the accuracy is a bit worse than with
the hybrid models. If the geographical region is priori-
tized, then it can also be interesting to use for instance NIA
which is trained on species from Belgium and the Nether-
lands. Besides the accuracy and species coverage of the
model, its accessibility is a decision criterion. The models
from iNat2021 and Microsoft can be downloaded for free
as raw models. To use the other models, it is necessary to
contact the provider to discuss costs, expandability or in-
tegration methods concerning the APIs. So if the model
should be integrated directly as a static element in an own
system to avoid passing the images to other providers, it
might be useful to use iNat2021 and Microsoft. Whereas
then, no updates regarding the species and accuracies can
be expected by the providers. If the priority is to have a
model that is continuously updated with the latest IAS, it
is advisable to consider to use the models available via
API, whereby then communication to the model providers
can become necessary and costs may apply.

Thus, which model fits best depends very strongly on the
criteria the focus is on. If all criteria have a certain impor-
tance and none stands out, a combination can be a possible
solution for the use case described in Section 1. For exam-
ple, the iNaturalist API model has a high species coverage,
both in general and specifically in terms of IAS, which can
even be further increased by the combined use of a plant
model. Here also arises the possibility to use the models
one after the other. For example, if a hybrid model initially
returns a plant as a prediction, a specific plant model can
be used to double-check and thus improve the accuracy.

In general, it can be helpful to arrange with the providers
to improve the model for the individual requirements, as
all API providers offered collaboration possibilities. Be-
sides using an existing model, developing a new custom
one is also an option. Training a custom model is on the
one hand a solution to cover all species of interest but
on the other hand connected to high costs of implemen-
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Table 5. Accuracies of Models

Name Top-1in%  Top-5 in % Top-1 same species in %

All models Hybrid Plant only
iNat2021 64.12 84.18 58.00 73.89 -
iNaturalist API 65.85 84.55 61.11 69.74 -
Microsoft Species Classification 78.89 91.48 80.56 86.11 -
Nature Identification API (NIA) 41.16 51.02 27.78 46.11 -
Flora Incognita 66.67 88.17 75.00 - 72.80
Pl@ntNet-API 63.33 85.00 72.22 - 67.83
Plant.id API 70.97 93.01 80.56 - 73.81

Note: All APIs were tested on November 23 and 24, 2021. However, since Pl@ntNet-API discovered a bug after our test series, this
API was tested again on February 17, 2022 after the bug was fixed.

tation, especially because of the high effort of collecting
the necessary images. Additionally, besides the species of
interest, it would also need to cover a lot of other species
to distinguish between invasive and non invasive ones. To
limit the effort, the iNat2021 or Microsoft model could be
used as a basis and adapted.

To sump it up, depending on which criterion is most rele-
vant, different models are suitable, whereby a combination
of models, a collaboration with model providers or a new
development can also be appropriate.

5.1 Limitations

In our research, we encountered several limitations, par-
ticularly concerning the transparency of the models, the
naming of the used species and the availability of suitable
testing data.

Most of the models we tested were not available for down-
load but as API. As a consequence, due to the API access,
the model is not always transparent. Although it is possi-
ble to send requests to the API and receive a corresponding
response, it is often not possible to understand what is hap-
pening in between, the model seems to be a black box. It is
unclear how and with which species and images the model
was trained, what is happening with the images sent in the
request and how further information is processed. This in-
formation is only available if it is provided by the opera-
tor of the API. Additionally, the number of requests to the
APIs may be limited, although most API providers allow
free requests, at least for a small scope. However, even if
the models are fully available, as is the case for the down-
loadable models, it can be difficult to make them usable,
due to missing documentation.

Another difficulty is the fact that some species have several
scientific names. Although we have tried to cover all syn-
onyms of scientific species names, it can happen that dur-
ing testing a species is declared as not covered by a model,
although it is covered but with a synonym. Finding suitable
images for the test dataset required high effort. On the one
hand, the images had to have the appropriate quality and
should partly differ from each other. On the other hand,
images that originate from the model providers can not be
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used in a test dataset. Testing models on images they were
trained on, gives the corresponding model an advantage,
which has to be avoided. Certainly, we have tried with our
best knowledge and conscience to avoid this double use,
but it can still happen that individual images were used for
both, training and testing. Among other things, this may be
due to the fact that there are a large number of connections
among the model providers. The different providers sup-
port each other in the development of the models, provide
financial aid and are sharing their training images. Addi-
tionally, we had to make the assumption that all of our test
images we received externally depicted the species stated
by the provider. Sometime this might not be the case, as
platforms like GBIF often provide user-verified images.

A further issue is, that models covering a high number
of species are possibly disadvantageous in our accuracy
testing procedure. While testing models only with species
they cover, a model with a relatively low number of over-
all species has a lower risk of making a wrong prediction,
as the number of species that are available for selection is
lower. Therefore, in addition to the tests, it is necessary to
consider the number of covered species and, where possi-
ble, the ratio of covered species and correspondingly used
training images.

5.2 Future Work

Based on the findings described above, several options for
future work come up.

First of all, the considered models could be evaluated by
further methods. Beside the Top-1 and Top-5 accuracy, ad-
ditional metrics can be calculated and the conducted tests
could be expanded on further species. Currently, just the
IAS and candidates of concern specified by the European
Union were evaluated, but in addition to that also the mod-
els performances on classifying images of IAS with re-
gional relevance or species similar to IAS are of interest.
For species similar to IAS, it is important to investigate
if they are even covered by the models, i.e. if the model
is able to distinguish between the different species. Other-
wise, it just classifies a non invasive species as IAS be-
cause it does not know the non invasive species. When
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a model covers both, i.e. the invasive and non invasive
species, its performance on distinguishing between them
can be additionally evaluated.

Moreover, it is useful to know about the ability of models
to incorporate additional information to the image itself
and how well this enhances the prediction. Examples are
whether they are able to take several images as input for
one identification or if they can handle metadata like the
location at which a species was observed. It is also inter-
esting to evaluate if a model is able to use the information
which part of a plant or animal is depicted or at which
season the image was taken. Further, image parameters to
be investigated are the angle and distance of the camera
to the object, the quality of the image or the area of inter-
est within an image, i.e. the percentage of pixels actually
showing the object of interest. Depending on the use case
also the model performance on empty images might be
worth evaluating, i.e. whether a model is able to determine
if there is no animal or plant at all in the image instead of
just mentioning some random species.

Instead of using new evaluation methods, also additional
models, not considered yet, could be evaluated. In the fu-
ture there will probably emerge new models, some of the
not accessible models could be made available or for other
use cases further models are of interest. Several providers
of the investigated models also announced updates com-
ing soon which might be worthwhile to reevaluate in the
future.
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