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Abstract. Location-based social media provide great opportunities to monitor 
and map social, natural or health-related events. Due to the vast amount of data, 
it is appropriate for many researchers to use a judiciously selected sample of da-
ta. However, many of the datasets from social media sources do not consist of 
representative samples of the overall population because they do not take into 
account the users who generate the social media content. The consequences can 
be a bias of particular user groups and a misinterpretation of the analysis re-
sults. To overcome these shortcomings, this paper develops a taxonomy of user 
groups in social media based on a thorough literature analysis. The different 
approaches can be summarized to the five dimensions: character, connectivity, 
communication, content and coordinates. The expected use of the taxonomy is 
to support the selection of social media datasets by choosing only those user 
groups that provide relevant information and to improve the analysis by identi-
fying significant groups. Both application areas are illustrated by using a dataset 
that includes the members of the German parliament who registered on Twitter. 

Keywords: Taxonomy; User groups; Classification; Social media; Population 
bias 

1 Introduction 

The mining and analysis of location-based social media (LBSM) has become an im-
portant task for the better understanding of social events and the functioning of the 
human society by evaluating information about public opinion on a topic or event. 
Such research includes, among others, the investigation of natural disasters [1], [2], 
protests [3], disease surveillance [4], and marketing campaigns [5]. 

While the amount of data generated on social media platforms is huge, the typical 
data collection tools provided by the publicly available application programming 
interfaces (APIs) are often insufficient to capture all the generated data. The authors 
in [6] describe this phenomenon as the data acquisition bottleneck. For example, 
about 350,000 messages per minute are created on Twitter1. At the same time, due to 
the rate limits, only 180,000 tweets per hour can be queried2. This challenge necessi-

1 https://blog.twitter.com/official/en_us/a/2014/the-2014-yearontwitter.html 
2 https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets.html 
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tates the need for collecting a sample of the social media data that is suitable for an-
swering the research questions. 

However, the data selection and analysis are limited in many studies to the user-
generated content, without taking into account the additional information available on 
the creators and their network properties. Such an approach ignores the fact that the 
content results from the presence of certain user groups, e.g. few actors with high 
number of contributions or stakeholders to a certain topic. The same applies to the 
different emphases of the social media platforms used by different groups, such as 
professionals on LinkedIn or microbloggers on Twitter. These methodological short-
comings and structural biases result in over-representation of particular user groups 
and can lead to misinterpretation if left unconsidered [7–9]. 

For both factors - the collection and the analysis of social media data - there is a 
need to take greater account on the users. Only through the knowledge of the user 
characteristics we can select suitable datasets and investigate complex social process-
es. This paper aims at developing a taxonomy for describing and classifying user 
groups in LBSM, thereby benefiting three areas: 

1. To support the selection of appropriate and valid LBSM data by choosing only
those user groups that provide relevant information to answer the respective re-
search questions (e.g. users discussing a particular topic or who are active in a par-
ticular region);

2. To improve the analysis of LBSM data and the interpretation of the results by iden-
tifying significant user groups and recognizing their over- or under-representation;

3. To provide a clear terminology for distinguishing user groups on various social
media platforms by merging different classification approaches.

At this point, it should be noted that the paper classifies generic user groups based on 
attributes that appear in a variety of social media. Methods that describe how attrib-
utes can be derived if they are not explicitly given are only mentioned briefly, since 
they would go beyond the scope of this work. 

In the following, we first review the literature on classifying user groups in social 
media. Based on this review, we then explain the method for developing the taxono-
my before introducing the proposed taxonomy and describing its categories in detail. 
Finally, we demonstrate the usefulness of the taxonomy by applying it to two typical 
use cases. To illustrate various examples throughout the paper and to assess the ap-
plicability of the taxonomy, we use two different datasets: 

 A dataset retrieved from Twitter (hereinafter referred as ‘Twitter dataset’), that
includes the user profiles, the follower network, and the timelines of the years 2017
and 2018 of the members of the German parliament (MPs) who signed up for Twit-
ter. This dataset consists of 504 users with 5,190,044 follower connections and a
total of 354,299 contributions (tweets).

 In addition, we used the MPs biographical information which is subject to the
mandatory disclosure and published on the website of the German parliament
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(hereinafter referred as ‘master dataset’)3, to obtain socio-demographic characteris-
tics of the MPs that could not be extracted from the Twitter dataset. The master da-
taset also serves as a comparison for the over- and under-representation of the 
groups of the Twitter dataset. 

2 Classification of users in social media: a state of the art 

With the emergence of online social networks in the mid-2000s, research in different 
fields, such as social science, computer science, GIScience etc. has shown interest in 
characterizing and classifying users in social media. Based on a thorough literature 
study five general approaches have been identified, that can be summarized as the ‘5 
Cs of user classification’ (Fig. 1): 

 Character: classifies users based on their personal identity, in particular by demo-
graphic attributes;

 Connectivity: describes the collective identity of the users and the affiliation to
social groups and social positions;

 Communication: groups users on the basis of their communication role;
 Content: classifies users with regard to the topics in their contributions;
 Coordinates: divides users in terms of their spatial and temporal characteristics.

In this section we give an overview of important related work concerning the clas-
sification of user groups in social media. Based on this research, we then describe our 
own synthesized taxonomy. 

Fig. 1. The different approaches for classifying user groups in social media can be summarized 
as the ‘5 Cs of user classification’. 

2.1 Classification based on character 

One common feature of LBSM is the ability for the users to create a profile. This 
profile can include disclosing information such as name, age, gender, profession, 

3 https://www.bundestag.de/resource/blob/472878/e207ab4b38c93187c6580fc186a95f38/MdB-
Stammdaten-data.zip 
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location, and also information that describe the user characteristics and preferences 
[10]. Various related works have used this information to classify users based on their 
character. 

A simple but very concise classification is provided by [11]. The authors distin-
guish between real person, institution (abstract entity, e.g. company or organization) 
and fictional entity (the person or organization is not real) based on the user profile 
type. Work presented in [12] classifies users to detect humans, bots and cyborgs. The 
authors in [13] divide the users into two groups, each containing three classes: real 
users (personal users, professional and business users) and digital actors (spam users, 
feed/news and viral/marketing services). The two latter papers classify Twitter users, 
based on their personal attributes that they mention in profiles as well as on their 
communication behavior. 

Other related works divide users on the basis of demographic attributes derived 
from the profile description. In [14], the authors categorize users in different classes 
for each of the personal attributes sex, age, political orientation, religious affiliation, 
ethnicity and sexual orientation. The class affiliation is derived from the name of the 
user and by a pattern-matching of the users’ biographies. The classification was then 
used to label unknown users in the social network. Work presented in [15] follow a 
similar approach. They distinguish users according to ethnicity, place of origin, gen-
der, language, and race, using only the attributes first name, last name and user-
provided location from the profile. Such classifications take advantage of the fact that 
users who communicate with each other often have similar characteristics. The au-
thors in [16] design and evaluate two tools for the automated classification of the age 
group, occupational group and the social class. 

2.2 Classification based on connectivity 

By communicating with each other, sharing information, or simply listing someone as 
a contact or as a friend or fan users connect to each other and thus form a social net-
work. Consequently, how users of a social media platform are connected to each other 
determines to which group the users belong. Related work dealing with network-
based user classification pursue two different approaches. The first examines the 
structure of the network and uses clustering methods to group users that are similar 
according to some definition. The second approach is based on the relative position of 
the users within that network and computes a numerical value for each user in the 
network [17]. 

The tendency of users to establish connections with those sharing similar charac-
teristics - also known as homophily - can be used to group users with similar interests. 
Clustering algorithms are utilized to detect these groups (also called online communi-
ties) in the network. These algorithms harness the structural property of the network 
that users of a group are more densely connected to each other than to users outside 
the group [18]. A typology of online communities is given in [19]. The proposed clas-
sification scheme consists of two levels. The first level distinguishes according to the 
establishment and includes the categories ‘Member-initiated’ and ‘Organization-
sponsored’. At the second level, online communities are categorized based on their 
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relationship orientation. Member-initiated communities are formed either around 
social or professional member relationships. Organization-sponsored communities 
foster relationships from commercial, nonprofit and government members. In [20] the 
authors provide an example of communities based on shared interest. For their study 
the authors examined Instagram users in Amsterdam and Copenhagen. By online 
activities such as liking and commenting posts, the users constitute social ties, which 
form a network. A combination of network analysis and manual analysis of the pro-
files and image content of the ten most central users of each cluster was applied to 
characterize the different groups. This results in interest groups rooted in shared pro-
fessions, lifestyles, hangouts, etc. such as ‘Visual Professionals’, ‘Designers’, ‘Col-
lege Students’, Lifestyle Vanguards’, ‘Coffee Aficionados’, or ‘Party Buffs’. 

LBSM users are not just the creators and recipients of the information, they also 
have certain positions within the network. To classify the users with regard to their 
function, a number of commonly accepted centrality measures have been proposed for 
the second approach of the network-based user classification. For each user in the 
network, a value is calculated according to the measure used. The authors of [21] 
were one of the first researchers who used the links in the social network to categorize 
users on Twitter. The authors not only divide the users in different groups based on 
the shared interest described above, but also used the link analysis algorithm HITS 
(Hyperlink-Induced Topic Search) to find the hubs and authorities in the network 
[22]. The computation of the values results in a rough categorization of the users into 
information source, friends and information seeker. Three prominent functions were 
identified by [23]: the hub (a person with links to many others), the broker or gate-
keeper (a person who is the only connection between groups) and the bridge  or  
pulsetaker (a user who links several groups and can see opportunities for exchange 
between them). In [17] the author classifies users based on the centrality measures 
‘degree’, ‘closeness’, ‘betweenness’ and ‘eigenvector’. The key users found  are di-
vided into the following groups: popular users (users with a high degree value have a 
high number of direct link to other users), amplifiers (users with a high closeness 
centrality are close to all other users in the network), disseminators (users with a high 
betweenness centrality are on a direct path to other groups and act as link between 
different communities) and influentials (users with a high eigenvector centrality are 
close to the most important people). The approach in [24] uses the node’s in-degree, 
which refers to the number of users following the node and categorize users into mass 
media (in-degree > 100,000), evangelists (influentials, opinion leaders, hubs, or con-
nectors with an indegree between 200 and 100,000) and grassroots (common users 
with an in-degree < 200). The authors in [25] provide a similar classification with a 
different approach based on network position and message activity. They divide Twit-
ter users into ‘influentials’, ‘hidden influentials’, ‘broadcasters’ and ‘common users’ 
depending on their ratio of following/followers and messages received/sent. 

2.3 Classification based on communication 

Social media are primarily designed to facilitate communication among the users and 
groups. The way of communication, or rather how the members use the social 
media, 
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leads to different classification approaches in the literature. The authors of  [26] use 
the communication tools provided by the Twitter platform and divide the users on a 
continuum between the categories 'personal-interactive' (higher usage of  @ and  RT 
compared to http://) and 'topical-informative' (higher usage of http:// compared to @ 
and RT). Further related works study the communication process in two different 
ways. The approaches described in [27, 28] focus on the type of user participation and 
differentiate between active and passive users. Whereas the authors in [29] examine 
the position of the users in the information propagation and categorize the users in 
idea starter, amplifier, curator, commentator and viewer. 

2.4 Classification based on content 

One of the key features of social media is user-generated content. The user’s contribu-
tions consist of personal information, news, images, videos, status reports or links to 
content such as articles. Furthermore, the content often includes references to events 
and provides many different and inclusive views of the events. The approaches to 
classify users in terms of their content in their contributions differ mainly in regard to 
the granularity of the topics. 

Dann [30] provides a classification at a low granularity level. The content classifi-
cation framework is based on 16 existing studies and offers 6 main categories (Con-
versational, Pass-along, News, Status, Phatic and Spam) and 23 subcategories (e.g. 
Headlines, Sport, Event and Weather in the category News). In a similar vein, the 
authors in [31] examine the content of Instagram photos and identified five types of 
users (e.g. Selfie-lovers, Captioned photo users, outdoor and indoor activity users). A 
finer granularity with regard to the topics is pursued by approaches which focus on 
keywords and tags or generally words with a high frequency of mentions. Examples 
of user groups identified from single tags are given in [32]. In their work, the authors 
examined Twitter users who have posted messages with a specific hashtag. It is ar-
gued that by writing or forwarding topic-related posts, the users become engaged in 
the issue and hence, a member of the topic-related group. In the paper, the groups are 
further subdivided according to their attitude. The structure of the groups differs, 
depending on the subject and the users that are driving the conversation. An example 
in the paper is the polarized crowd with a divided structure which is common obser-
vation in political discussions. The users are focused on the same topic, but the dis-
cussion is highly divisive, resulting in two big and dense groups (e.g. proponents and 
opponents). The authors of the study observed five other different structures: unified, 
fragmented, clustered, and inward and outward hub and spoke structures. 

2.5 Classification based on coordinates 

Spatial and temporal analysis are two key parts for LBSM analysis [33] and are sum-
marized here under the term coordinates. Research in GIScience mainly focus on the 
contributions, which represent a spatiotemporal signal (geolocation and timestamp) 
with a semantic information layer (content) as described in [34]. The three compo-
nents place, time and topic are additionally specified by [35] as ‘interdependent and 
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human-centered, which means they are originally defined or created by human beings 
(messengers)’. Based on these social media characteristics, there is a large body of 
research work that classifies users in terms of space and time. 

For determining users as locals or visitors in the greater Seattle area, [36] used the 
time stamps of the contributions. Users being within the study area for more than nine 
days and outside for less than nine days were classified as locals. Users who did not 
meet this requirement were grouped as tourists. In their work on the credibility of 
social media information, [37] uses the three components place, time and topic to 
characterize micro-bloggers according to whether they perceive an event directly or  
indirectly. The authors distinguish between witness, potential witness, relay on wit-
ness and not witness, impact or relay. This classification depends on whether the us-
er’s contribution is spatially on-the-ground or unknown, temporally at present or de-
layed and thematically direct observed, direct impacted, relayed or not. A comprehen-
sive analysis based on various facets is described in [38]. The authors demonstrate 
how the content of the user contributions varies according to the place, time and user. 
For example, the authors correlate the topics of the contributions with the demograph-
ic and socio-economic characteristics of the users and observe behavioral differences 
in different user groups. In the work of [39] various socio-demographic, spatial and 
temporal variables are used to classify Twitter users in London. Examples of such 
groups are ‘Residents’, ‘Commuting Professionals’, ‘Spectators’, ‘Visitors’. 

3 Research approach 

Most of the work surveyed in the previous chapter classifies users  on the basis  of  
specific features that are appropriate for the intended use. Our proposed taxonomy for 
classifying user groups in LBSM focus on a broader set of categories based on the 
synthesis of the reviewed research papers. Due to the extensive availability of litera-
ture in the field of user groups classification, the empirical-to-conceptual approach, as 
described in [40], was chosen. The method depicted in Fig. 2 illustrates the different 
steps of the taxonomy development. 

The approach used begins with the specification of a meta-characteristic as a start-
ing point for the development of the taxonomy. The meta-characteristic forms the 
basis for the choice of the characteristics in the taxonomy and should be based on the 
purpose and the expected use of the taxonomy. Each characteristic should be a logical 
consequence of the meta-characteristic. Our purpose is to distinguish user groups in 
social media with the resulting expected use to support the selection of social media 
datasets by choosing only those user groups that provide relevant information and to 
improve the analysis by identifying significant groups. Therefore, we choose the fol-
lowing meta-characteristic: 

Meta-characteristic: Attributes that are included in social media data and that charac-
terize the social media user. 
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Since the approach is an iterative method, we next determine the following objective 
and subjective conditions that end the development process: 

 Objective ending conditions:
─ no new dimensions are added in the last iteration;
─ no additional user groups need to be examined.

 Subjective ending conditions:
─ the taxonomy is determined to be concise, robust, comprehensive, extendible,

and explanatory. 

The selection of a (new) subset of users (step 3 in Fig. 2) has already been per-
formed by the authors of the research papers reviewed in chapter 2. Here, the datasets 
used in this literature form the basis. In step 4 we then identified common characteris-
tics of these users and formed the respective groups. All user groups that represent 
values of a specific attribute are then grouped into a category in step 5. In addition, 
we have combined categories into dimensions that classify the groups from a certain 
angle. Steps 3 through 5 have been repeated until all objective and subjective condi-
tions were met. The resulting taxonomy is presented in the following section. 

Fig. 2. The empirical-to-conceptual approach to develop the taxonomy (adapted from [40]). 

4 Proposed Taxonomy 

The proposed taxonomy (see Fig. 3) is derived from the previously described research 
model. Based on the stepwise development process, we have identified five main 
dimensions that have already been used to structure the different research approaches. 
They form the main directions to describe the user groups in a sufficiently 
compre-
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hensive manner. The classification of the user groups in terms of social characteristics 
takes place in the dimensions ‘character’ and ‘connectivity’. The first focuses on the 
personal identity, the second on the collective identity of the users. In the dimension 
‘communication’ the user groups are classified according to modal characteristics, in 
the dimension ‘content’ according to thematic characteristics, and in the dimension 
‘coordinates’ according to spatial and temporal characteristics. For each of these di-
mensions, we found one or more types of user attributes, producing 11 categories in 
our taxonomy. Some of the categories have a limited set of possible groups, others are 
naturally infinite. For example, the category ‘Type of social actor’ can be considered 
as complete with the three groups ‘Individuals’, ‘Organizations’ and ‘Virtual entities’. 
In contrast to that, the category ‘Topic of contribution’ is a clear example of an unlim-
ited number of possible user groups. For categories which do not explicitly define the 
number of possible user groups, it is left to the analyst to choose them in such a way 
that they describe the object in sufficient detail. For example, the category ‘Age’ may 
include the user groups ‘young’, ‘middle age’ and ‘old’ or the age ranges 10-19, 20-
29, 30-39, ..., depending on the desired level of granularity and the available data. 

Data availability may be the biggest hurdle for user classification. In this context, 
we distinguish between explicit and implicit data. Explicit data is provided directly by 
an API or is directly available in a database and can be used immediately for classifi-
cation. This includes, among others, voluntary information (e.g. date of birth and 
origin) provided in the user profile or the data and metadata of published contribu-
tions and photos. However, datasets are often incomplete, or the user attributes are not 
explicitly available. In this case, the information has to be gained with additional pro-
cessing, which is why we call it implicit data. In general, implicit data are derived 
from explicit data or from user behavior. If, for example, the IP address is explicitly 
available, it can be used to infer the actual location of the user. Missing user attributes 
can also be derived from the combination of two (or more) explicit information. For 
example, if a significant number of contacts live in a city, one can conclude that the 
user of the social network might live there as well. By analyzing the activity patterns 
(e.g. timestamps and contents of the contributions), additional information about the 
communication role or the type of social actor can be derived that is generally not 
explicitly provided. If missing attributes cannot be derived from the dataset, other 
data sources must be used where the user characteristics are available in an explicit or 
implicit manner. Furthermore, we do not specify that the groups in a category must be 
mutually exclusive or may overlap. In each category, however, the total quantity of 
users (i.e. all users included in a dataset) always forms the basis for the classification 
into the different groups. 

The taxonomy is not an exhaustive list of user groups. Rather, it is intended to re-
flect the many facets and possibilities of the user classification that are useful for a 
variety of analytical purposes. It is up to the analyst to extend it to cover specific use 
cases. For example, a new category ‘Language’ in the dimension ‘Character’ may be 
helpful for certain analytical purposes to group users in different linguistic areas. In 
the following, the different categories and user groups are briefly introduced, by de-
scribing the concepts, explaining the terms and presenting data and classification  
methods that can be used to identify the user groups. 
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Fig. 3. Proposed taxonomy for classifying user groups in location-based social media. 

4.1 User groups based on character 

The dimension ‘character’ describes the personal identity of the users and is charac-
terized by the category ‘social actor’ and different categories which can be subsumed 
under the term ‘socio-demographic features”. 

Type of social actor. In the reviewed literature, the concept of the social actor refers 
mainly to individuals, organizations and virtual entities. The social actor is only the 
digital representation of the type of user. The social actor of the type individual is a 
real person. In LBSM, a social actor can also be an organization (institution, compa-
ny, association). Responsible for the online presence of an organization is often the 
public relations department or the social media manager of the organization. A virtual 
entity is  an actor that  does  not directly represent a physical person  or organization. 
Examples for this are fictional characters and social bots. While fictional characters 
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are virtual figures or avatars behind which real people can hide, social bots are com-
puter algorithms that automatically produce content. 

Specific consideration should be given to the intentions or purposes affecting the 
actions of the different social actors. Individuals often want to promote themselves, to 
get the latest news, or to stay in touch with friends. Similarly, organizations use social 
network services for target-oriented advertising, marketing campaigns, and to com-
municate with customers, vendors, and the public at large [10]. Virtual entities of the 
type ‘fictional character’ want to obfuscate their identity or distribute certain content 
under a certain name (for example, the parody Twitter account @FakeScience). So-
cial bots intent to inform other users in the case they provide content from automated 
sources (e.g. sensors, news feeds) or to alter the behavior of other individuals or or-
ganizations by exhibiting human-like behavior [12]. 

To detect different types of social actors a variety of methods for pattern detection 
and natural language processing are used. Important features include the first name in 
the username and the user description to distinguish individuals from organizations. 
Virtual entities can be identified by analyzing the connections to other users, content 
and sentiment features and the temporal patterns of activity [41]. 

Socio-demographic features. Socio-demographic features are used in the reviewed 
literature to form groups of users that primarily characterize the social actor of the 
type ‘individual’. Common groups that describe the user structure are, for example, 
age groups, gender groups or  occupational groups. The extent and type of socio-
demographic features vary in LBSM. This depends primarily on the input fields pro-
vided by the social media platforms and the willingness of the users to disclose the 
information. 

The same applies to the derivation of user groups in terms of their socio-
demographic features. Not all attributes are explicitly provided by the users and can 
be extracted directly from the profile entries. The attributes can also be derived from 
one or more user-provided information (e.g. using the user’s name to determine the 
age and gender) or it is possible to derive attributes from the combination of infor-
mation. For example, it can be concluded that a user could have the same nationality 
as the majority of its contacts. 

4.2 User groups based on connectivity 

In the research literature examined, the dimension ‘connectivity’ describes the collec-
tive identity of the users and is characterized by the categories ‘social group’ and 
‘social position’. 

Social group. An essential characteristic of LBSM is the formation of relationships to 
other users that lead to social groups. In the context of social media, social groups are 
typically referred to as communities. The social group consists of users who are in 
regular contact with each other, feel that they belong together and pursue common 
objectives and interests [42]. These characteristics distinguish social groups from 
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groups of different topics. Given this description, it is clear that social groups can be 
formed around an infinite number of common objectives and interests. However, 
three main classes of social groups can be identified from the literature examined: 

 private communities: evolve around leisure activities, hobbies or other non-
professional interests

 professional communities: formed around shared professional interests
 commercial communities: formed around products or companies

In the network structure, the social group is characterized by the fact that users of the 
group are more densely connected internally than with the rest of the network. Several 
methods have been developed which take advantage of this feature to detect social 
groups in LBSM, such as vertex clustering and community quality optimization 
methods [43]. 
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Fig. 4. The relationship network of social media users can be used to determine the affiliation 
to social groups and the social position. This is illustrated here using the example of the mem-
bers of the German parliament, who are signed in for Twitter. 

A good example of professional communities is the party affiliation of the members 
of parliament (MPs). The party affiliation can be observed after applying the Louvain 
method for community detection to the network of the previously described Twitter 
dataset. Fig. 4 shows the network structure in a force-directed layout [44] as a 
graph 
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consisting of nodes that represent the MPs and edges that represent the follower rela-
tionships among them. The nodes are colored according to their party affiliation, and 
it is obvious that MPs belonging to the same party are more closely connected than 
MPs of another party. 

Social position. In analogy to relative spatial arrangements, the social position is the 
place of a user in a network of social relationships. In social media, the social position 
is linked to and defined by certain tasks and functions of the users and can be associ-
ated with different immaterial resources, such as power, influence and prestige. Link 
analysis algorithms are often used to determine specific social positions. From the 
reviewed research papers four different groups can be derived. 

 Popular users: quickly spread information to a many directly connected users in a
localized area. They can be determined by a high degree centrality value.

 Coordinators: gather information from users and share it with other users. The
closeness centrality is an indicator for this group, since it measures the average
length of paths from a user to all other users in the network. Users with small
length path to all users are considered more likely to be coordinators, since they get
information faster than those with high length path.

 Disseminators: act as an important link between different users and social groups.
They can be determined by the betweenness centrality that measures the extent to
which a user lies on a path between other users.

 Opinion leaders (Influentials): are users who initiate most activities, and with
whom other users tend to interact most. The basis for the classification of this
group is the eigenvector centrality. It assigns relative scores to all users in the net-
work based on the concept that connections to users with high scores contribute
more to the score of the user in question than equal connections to users with low
scores.

 Users who do not have a specific function and do not meet the above-mentioned
criteria can be grouped into Common users.

It should be pointed out that the identification of the social position based on centrali-
ty measures is more a point of reference than a factual statement. Furthermore, users 
can take multiple social positions within the network, depending on which threshold 
is used for each link analysis algorithm. The division into a specific group can then be 
based on additional statistical methods or ranking procedures. 

As an example, we divided the users of the Twitter dataset into popular and com-
mon users. The classification into these groups is based on the indegree centrality 
(indicated by the node size in Fig. 4), since Twitter supports directed relationships. 
The indegree value of a member of parliament indicates how many follower connec-
tions exist to this user. For this example, we define a popular user  as a member  of  
parliament, who is followed by at least one third of all other MPs  in the network  
(indegree value >167). The setting of the threshold arises from the condition that a 
popular user has followers from at least two different parties. Since already around 
25% of all users belong to the party CDU/CSU, it has been determined that at least a 
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quarter of the followers of a popular user should be a member of another party. A 
total of 16 users were classified as popular users. These are marked with their name 
inside the node. Due to their strong networking, including connections to other party 
members, they have a central position within the network. 

4.3 User groups based on communication 

The research papers that classifies users in terms of communication follows three 
different approaches, (1) by the tools of communication, (2) by the type of user partic-
ipation, and (3) by the position in information propagation. We have discovered that 
the tools of communication of the investigated social media platforms are very differ-
ent and work in this regard is mainly restricted to the Twitter platform. Therefore, we 
do not consider a general user classification based on the tools of communication to 
be practical. We combine the two approaches (2) and (3) into a 3x3 matrix, dividing 
the type of user participation into action, reaction and inaction, and the position in the 
information propagation in creation, sharing and consumption. The classifications of 
the examined works can be divided in this matrix into four different user groups, 
which reflect the communication role (Fig. 5). 

Fig. 5. User groups that are classified according to their communication role are 
formed by a relationship between the type of user participation and the position in the 
information propagation. 
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 Creators: Actively create new content. They are at the beginning of the flow of
information;

 Commentators: React to the content of the creators. Through their answers, they
also create new content;

 Multipliers: Get content from the creators and share it with their own relationship
network;

 Consumers: Consume the content they are interested in from creators and multipli-
ers. They often do not appear actively.

Which communication role the users play often depends on other dimensions, for 
example the thematic dimension. A user may be an expert in one topic and thus a 
source of information or creator, or he may be a consumer in another topic. Therefore, 
the classification of users should be based on the role they play in the majority of their 
communications. 

4.4 User groups based on content 

In the literature reviewed, the classification of user groups based on content mainly 
uses the topics covered and the granularity of the content. Due to the wide variety of 
themes, the users are divided into groups of different topics. Depending on the con-
tent, a user’s contribution can be assigned to one or more topics. Thus, users with 
contributions to the same or similar topics can be aggregated to one thematic group. 
In contrast to the social group, which is characterized by the relationships among each 
other, a thematic group includes all users who refer to the same topic, regardless of 
whether they are linked to each other or not. 

The formation of subgroups is appropriate when classifying users who create con-
tributions to subfields of a topic. For example, the user group with contributions to the 
topic ‘Computer’ can be further subdivided into the subgroups ‘Games’ or ‘Program-
ming’. Users with different opinions, attitudes, viewpoints towards a topic, can also 
be divided into subgroups. Especially political discussions form different camps, such 
as liberals and conservatives; proponents and opponents. The users are focused on the 
same topic, but their views are often opposed [32].  Possible  further subgroups are 
based on the different sentiments, feelings or emotions (e.g., positive, negative, neu-
tral; joy, surprise, sadness, anger, fear) [45]. 

Specific topics are extracted from keywords, tags, hashtags, n-grams by using natu-
ral language processing techniques [46]. Tags and Hashtags are user-selected terms to 
emphasize content, to refer to subjects or events, to facilitate data access, and to ena-
ble community networking [47]. Therefore, such terms can be used for topic group-
ing. With regard to the thematic analysis of user-generated data, it should be noted 
that users are not professional authors. User generated documents often contain very 
diverse vocabulary, abbreviations and typos. The classification of groups of different 
topics dependents to a large degree on the context of the analysis. The analyst must 
define user groups that are appropriate for his purpose. 
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4.5 User groups based on coordinates 

In the examined works, user groups based on coordinates are mainly classified ac-
cording to various dimensions, for example, by means of content or  socio-
demographic features. However, the basis is always the spatial and temporal behavior 
of the users.  In terms of  time, the  users are classified exclusively according to the 
timestamp of their contribution. The spatial classification of users is based on two 
different location information. These are the place of origin sometimes provided in 
the profile information and the geotagged location of the contribution. Therefore, we 
propose the classification of users into the three categories ‘Time of contribution’, 
‘Place of origin’ and ‘Location of contribution’. 

Time of contribution. Regarding the temporal perspective, the users are grouped 
according to specific periods of time. The aggregation can be based on specific time 
frames (hours, days, weeks), recurring periods (Sundays, Weekdays) or seasonal time 
intervals (holidays, summer). The period in which the users are grouped depends on 
the subject of investigation. A grouping of users may also be possible in a temporal 
context with a particular event that has occurred over a specific period of time (refer-
ence time). Thus, statements can be made as to whether the users made contributions 
before, during or after this reference time. Users contributing before the reference 
time make statements about an expected event, e.g. the purchase of tickets (statement) 
for a concert (event) next week (reference time). Users contributing during the refer-
ence time create contributions as the event takes place. Due to the immediate tem-
poral coincidence between the event and the creation of the contribution, these contri-
butions can contain comments directly from the event reflecting, for example, current 
feelings and emotions. The group of users contributing after the reference time reports 
after an event has occurred. This may be the case, for example, when users tell about 
their visit at the concert when they return home. The choice of an appropriate time 
stamp is a decisive factor, as different temporal information may be available. For 
example, Flickr data contain three different types of time attributes: ‘taken’ - the 
timestamp the picture was created by the user’s camera, ‘posted’ - the timestamp the 
picture was uploaded to the Flickr platform and ‘lastupdate’ - the timestamp when the 
description of the picture has been modified. 

Place of origin. Users often disclose the home location in their profile, which de-
scribes the place of residence of individuals or the place of business of organizations. 
Consequently, this information can be considered as an indicator of the cultural back-
ground [48]. Depending on the intended purpose, users can be aggregated in different 
ways (e.g. city level, state level, country level or inside and outside of a specific area). 
This results in groups on specific places of origin. The aggregation is also dependent 
on the availability and granularity of the data. The location field in the user’s profile 
is often an optional text field. Thus, the entry can remain empty, contain a wrong or 
even a fictional place name. In terms of their granularity, the information in the loca-
tion field covers the entire range from exact coordinates to continents [49]. 
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Location of contribution. In contrast to the place of origin, the location of contribu-
tion shows the current place where the user was when he created or published the 
contribution. Thus, the location of contribution may reflect the place where the im-
mediate situational aspects influenced and triggered the reaction (impression, attitude, 
emotion). Groups on specific locations of contribution can be classified according to 
meaningful regions relevant for the analysis (e.g. the same neighborhood, city or 
country). Furthermore, users frequently comment on events happening at or affecting 
their location or refer to locations representing momentary social hotspots (e.g. by 
referring to the area hit by a natural disaster, or to the location of a protest) [50]. 
Therefore, knowing whether a user is inside or outside the affected location or area 
during an event is an important factor in determining which user is likely to publish 
relevant information for the event. For example, in an earthquake, contributions com-
ing from a place affected by the earthquake are more relevant than contributors out-
side the affected area. The definition of whether a user is inside or outside a reference 
place or affected area is the task of the analyst and depends on the spatial scope of the 
event and the analysis purpose. 

As in the case of the place of origin, the location of contribution is often an option-
al information. If users decide to make their current location available, the position is 
determined with an accuracy of a few meters (using GPS satellites or WiFi networks), 
or at city, state and country level (using the IP address). 

5 Usage of the taxonomy and application examples 

Dealing with social media often means dealing with ‘big data’, signifying the collec-
tion and analysis of datasets about users and their activities [51]. The proposed taxon-
omy contributes to both LBSM data collection and analysis. In the following, we 
illustrate the use of the proposed taxonomy by applying it to the Twitter dataset. The 
examples should serve to examine the usefulness for the intended users and purpose. 
The target audience of the taxonomy are researchers and analysts working with data 
from LBSM. A typical area of application is to collect or select appropriate datasets to 
answer their research questions and to analyze this data with regard to involved user 
groups 

5.1 The taxonomy as a tool to filter LBSM users 

It is often not necessary to look at the full LBSM data to draw certain conclusions 
about the subject of investigation. This is the case, for example, when only those users 
are to be considered who comment on a particular topic or if only the users in a par-
ticular region are to be examined. With regard to the collection of LBSM data, the 
taxonomy allows the selection of user groups that are suitable for the context of the 
analysis. According to the various dimensions and categories, an analyst can reduce 
the required data based on its relevance for the analysis. The data restriction based on 
the selected criteria and the resulting exclusion and extraction of information, im-
proves the relevancy of the data.  
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A prerequisite for the data selection is that the analyst defines his research subject 
(determining which question should be answered or which problem should be solved) 
and selects suitable LBSM data sources. Using the taxonomy, the analyst can then 
restrict the data required for his purpose according to the various dimensions and 
categories. In doing so, he compares the attributes of the LBSM data source with the 
attributes of the subject of investigation to define criteria for the data collection - e.g. 
user groups that provide contributions on a particular topic, which actively participate 
in a certain period of time and in specific locations, or which belong to a particular 
social group. These criteria allow the analyst to query suitable datasets from the 
LBSM data source, thereby improving the relevance of the data for the purpose of the 
analysis. In this regard, however, the analyst should target a balance between increas-
ing the relevance based on the filtering techniques used and a reduced significance 
and validity of the data due to sampling effects [6]. It is also important to note that the 
filtering of user groups according to specific attributes also affects the composition of 
the resulting population in the filtered dataset. The following example is intended to 
clarify the procedure just mentioned. 

The majority of research, using Twitter as a data source, focus on event detection 
and the related investigation of unusual spatial, temporal, and semantic activity pat-
terns [34]. For this purpose, semantic information such as hashtags are predominantly 
used. We adopt this approach for our analysis to answer the following question: 

 Analysis task: What spatial, temporal and party-political patterns are formed by the
members of the German Bundestag (MdB), who made contributions (tweets) on
‘climate protection’ in 2017?

Two restrictions for the selection of relevant data from our Twitter dataset can be 
derived from the question. Using the taxonomy, we only select (1) from the category 
‘Time of contribution’ the ‘Group at time period 2017’ and (2) from the category 
‘Topic of contribution’ the ‘Group with topic “Klimaschutz” (climate protection)’. 
Although the term climate protection generally may include a variety of keywords 
that can be assigned to this topic, we only choose users who made contributions con-
taining the hashtag “Klimaschutz” for the sake of simplicity and to illustrate the ex-
ample. With the use of the above-mentioned constraints, the Twitter dataset returns a 
total number of 716 contributions from 86 users. By choosing the two criteria, we 
now have an appropriate selection to answer the question of our analysis task. 

5.2 The taxonomy as a tool to describe and analyze LBSM users 

As in our example, the analysis of social media data often only refers  to a specific  
platform or service. As a result, the sampling frame also applies only to the users who 
have decided to join and use the service. The characteristics, behavior, and perspec-
tives of a user who does not use the service are excluded from the analysis. In this 
regard, data from social media is often biased to the extent that certain user groups are 
over-represented and thus not representative of the whole population. In order to in-
terpret the results, it is therefore crucial to know which user groups are active in the 
social media. The taxonomy helps to classify user groups with relevant and especially 
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demographically important characteristics in order to make statements about the rep-
resentativeness of social media data. 

The goal of our analysis is to identify spatial, temporal and party-political patterns 
of user groups in the selected dataset. For this purpose, we have aggregated the MPs 
by month of their contributions and according to the federal state of their electoral 
districts. The Party affiliation has already been assigned to each member in advance. 
By doing so, we created an interpretable number of user groups, shown in Fig. 6. 

Fig. 6. Map showing the number of members of the German parliament (MPs) with 
#klimaschutz (climate protection) in tweet per state, month and party affiliation in 2017. 

For the visual analysis we have chosen the Dorling cartogram, which on the one hand 
encodes the population of the federal states and on the other hand the number of MPs 
with a Twitter account by the size of the semicircles. In this way, the number of the 
MPs involved in the topic ‘climate protection’ can be put in relation to these two val-
ues and not in relation to the geographical area. Although the topology is not pre-
served, the approximate spatial position relative to the other states is sufficient for this 
analysis. The number of the participating MPs in the different months is represented 
by stacked bar charts, where the color represents the party affiliation. Fig. 7 shows in 
addition to the map, the proportions of the user groups in the selected dataset and their 
over- and under-representation in relation to the proportions of the groups in the mas-
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ter dataset. For the analysis of the user groups, the categories gender, age, social 
group, place of origin and time of contribution were selected. 

Some patterns are confirmed by the visual analysis of the map, shown in Fig. 6 and 
the charts, shown in Fig. 7. With regard to the social group the MPs of the green polit-
ical party Bündnis 90/Die Grünen dominate the discussion and form the largest group 
with 58%, although they are only account for 9% in the parliament. This results in an 
over-representation of the party members on the topic of 'climate protection' of 49 
percentage points (pp). The center-left party SPD and the far-left party DIE LINKE 
with a total of 25 users form groups with a proportion of 16% and 13% respectively. 
While the party DIE LINKE is over-represented with 3 pp, the party SPD is under-
represented with 5 pp. The group of the center-right parties CDU and FDP with a total 
of 11 MPs are hardly involved in the discussion. They only appear in a few time peri-
ods and in six states. No contributions are made by the MPs of the far-right party 
AfD. The reasons are probably the political orientation of the party together with the 
low interest in environmental issues, as well as the fact that the members have only 
been present in the German parliament since 27 September 2017. 

Fig. 7. Proportions of the user groups in the selected dataset and their over- and under-
representation in relation to the proportions of the groups in the master dataset. 
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With respect to the spatial distribution, the participating MPs in the three most popu-
lous southwestern states form the largest groups (North Rhine-Westphalia (NW) 20%, 
Baden-Württemberg (BW) 19%, and Bavaria (BY) 12%). While Baden-Württemberg 
is over-represented with 5 pp, Bavaria is under-represented with 4 pp. The reasons are 
the above-average proportion of MPs of party Bündnis 90/Die Grünen in the state 
parliament in BW and the lower participation of the MPs in the topic ‘climate protec-
tion’ in BY. No contribution with the hashtag ‘klimaschutz’ could be localized in 
Bremen. This may be due to the fact that only two MPs from this state have registered 
on Twitter. 

The temporal perspective indicates that larger groups formed in November (48 of 
the 86 participating MPs - 59%), in June (47%), in September (41%), and in August 
(34%) especially in the southwestern states. A semantic analysis of the contributions 
reveals that the groups are mainly composed of MPs that respond to certain events 
that have occurred during the respective time periods. These are 

 06/2017: Announcement of U.S. President Donald Trump to withdraw from the
Paris Agreement (Convention on Climate Change);

 08 - 09/2017: Campaigns for the German Bundestag election;
 11/2017: United Nations Climate Change Conference in Bonn (North Rhine-

Westphalia).

Since no temporal comparison of the selected dataset with the master dataset is possi-
ble, the arithmetic average, median and mode were calculated to describe the over- 
and under-representation. All three parameters have the value 25 MPs (29%). There-
fore, this value forms the basis of the representativeness. The group of the MPs using 
the hashtag 'climate protection' in November 2017 is consequently over-represented 
by 27 pp. The term climate protection used for the selection of the contributions and 
MPs is directly related to the three events, which explains the large participation of 
green-political MPs of the party Bündnis 90/Die Grünen during these periods. 

A further analysis with regard to the socio-demographic categories shows the fol-
lowing results: the proportion of male users is 59% and of female users 41%. This 
results in a 10% over-representation of female MPs and consequently an under-
representation of male MPs by the same amount. Six groups were formed for the cat-
egory "age", broken down as follows: 20 - 29 years 0%, 30 - 39 years 18%, 40 - 49 
years 31%, 50 - 59 years 35%, 60 - 69 years 16% and 70 - 79 years 0%. This shows 
that the age groups between 30 and 49 years are over-represented by about 3 percent-
age points and the age groups under 30 and from 50 are under-represented by about 2 
percentage points. 

This example illustrates that the selection of relevant data plays a crucial role in the 
analysis and interpretation of the results. In order to avoid misinterpretations, the 
dataset should not be restricted too much. Furthermore, additional data from other 
LBSM sources may be used to verify the results. 
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6 Conclusions 

Location based social media has received significant research interest from many 
different disciplines in the recent years, as a means for understanding real-world phe-
nomena. However, most existing work simply applies algorithms to analyze the 
LBSM data without knowing the population and user characteristics, even though the 
users form the center of social media. Any connection between them, every contribu-
tion is created by the users. Without a detailed knowledge of the social media users, 
this can lead to misinterpretations of the results of the analysis – especially for self-
selected datasets provided by publicly available APIs. 

To address these shortcomings, we developed a taxonomy for classifying user 
groups. Based on an empirical-to-conceptual approach, first the body of literature was 
analyzed to identify possible user characteristics. Subsequently, a structured taxono-
my was derived by studying fundamental user groups and stepwise classifying them 
into non-redundant categories. This procedure revealed that social media users can be 
divided into five main dimensions - the 5 Cs of user classification: character (personal 
identity), connectivity (collective identity), communication role, content of the contri-
bution and coordinates (space and time). The proposed taxonomy represents on the 
one hand the starting point for the selection of appropriate social media data by 
choosing only the relevant user groups for answering the research questions. On the 
other hand, it forms the basis for the classification and characterization of user groups 
represented in social media, which are crucial for the interpretation of a large number 
of research results. The use of the taxonomy for the two fields of application is illus-
trated by a dataset consisting of the user profiles, the follower connections and the 
timelines of the 504 members of the German parliament registered on Twitter. The 
extraction of attributes to characterize the users proved to be difficult. Not all attrib-
utes are available in LBSM datasets. Therefore, we have described some ways how 
specific attributes can be derived from the data. Furthermore, it can prove to be rea-
sonable to use additional datasets from other sources that can provide missing attrib-
utes, as we have done for our example. 

In the example described, we have only classified user groups according to indi-
vidual characteristics such as gender, occupation, place of origin. However, signifi-
cant user groups can often be described by several combined characteristics (academ-
ically educated women, young IT experts from Asia). In future work, we want to de-
velop methods which, starting from the "basic groups" of the taxonomy, automatically 
recognize particularly important groups which can be characterized by multiple at-
tributes. 
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